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ABSTRACT

Base stations (BSes) in the 3G cellular network are not gnerg
proportional with respect to their carried traffic load. Quea-
surements show that 3G traffic exhibits high fluctuationshbot
time and over space, thus incurring energy waste. In thigmpap
we propose a profile-based approach to green cellular tnfias
ture. We profile BS traffic and approximate network-wide gger
proportionality using non-load-adaptive BSes. The imsnt is
to leverage temporal-spatial traffic diversity and nodelagpent
heterogeneity, and power off under-utilized BSes undédt fiaf-
fic. Our evaluation on four regional 3G networks shows thit th
simple scheme yields up 3% energy savings in a dense large
city and23% in a sparse, mid-sized city.

Categories and Subject Descriptors

C.2.1 [Computer Systems Organizatiof: Computer-
Communication Networks-Network Architecture and Design
C.4 [Computer Systems Organizatiof: Performance of Systems

General Terms
Design, Measurement, Performance

Keywords
Energy Efficiency, Cellular Networks, 3G Network Traffic

1. INTRODUCTION

We are currently experiencing surging energy consumptions
the wireless cellular infrastructure. Recent reports sleowrgy
consumption of mobile networks would reach 124.4B KWh in
2011 [3], and the power bill is expected to double in five years
for one Chinese mobile operator [19]. To build a green catlul
network, we need to first improve the most critical subsystieat
is the dominant contributing factor to overall energy. le t8G
context, it is the base station (BS) subsystem. BSes conabme
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80% of overall infrastructure energy, while the user ckagpically
take around 1% [15].

In this paper, we seek to make the 3G infrastructure moreggner
efficient. We use real traffic traces, actual BS deploymer amal
measured BS power consumption, collected from four re¢idGa
networks, each of which has 45 to 177 BSes and is operated by
a largest mobile operator in the world. Our analysis revizs,
3G traffic load exhibits wide-range fluctuations both in tiared
over space. However, energy consumption of current neswisrk
not load adaptive. The used energy is unproportionallyelargder
light traffic. The root cause is that each BS is not energy q@rop
tional, with more than 50% spent on cooling, idle-mode digga
and processing, which are not related to the runtime traféid |

We design a solution that approximates an energy-promaitio
(EP) 3G system using non-EP BS components, in order to cope
with temporal-spatial traffic dynamics. The main instrumnairour
proposal is to completely power off under-utilized BSes witeeir
traffic load is light and power them on when the traffic load be-
comes heavy. The challenge is to devise a distributed saltttiat
uses a small set of active BSes, while satisfying three reménts
of traffic capacity, communication coverage, and minimalotin
switching of each BS. To this end, we take a location-depeinde
profile-based approach. We divide the network into gridsthso
BSes in each local cell can replace each other when servielg us
clients. We then perform location-dependent profiling tineste
the aggregate traffic among BSes in the grid. Based on théigieak
of the traffic profile, we decide the corresponding set ofiadBSes
for each duration. It turns out that, if we select the actiets sp-
propriately, we only need to power on a sleep BS and shut down a
active BS at most only once during each 24-hour period.

Our evaluation using real traces shows that our scheme teads
average daily energy saving of 52.7%, 46.6%, 30.8% and 23.4%
in the four regional 3G networks. The savings are more signifi
cant during midnight and weekends and in dense deployment ar
eas, while the miss rate to deny client requests is kept lokar
0.1% in the worst case. While our scheme saves energy on cellular
infrastructure, it does negatively increase client povegruplink
transmission duringlle hours (e.g., late nights and weekends).

The rest of the paper is organized as follows. Section 2-intro
duces 3G background and Section 3 explores the operatimgyene
load curve in 3G networks and models BS power consumption.
Section 4 analyzes 3G traffic, and Section 5 describes thpopeal
solution as well as its implementation within the 3G stadd&ec-
tion 6 evaluates the performance and Section 7 discussesialted
work. Section 8 concludes the paper.

2. BACKGROUND

The 3G network infrastructure has two main parts of radi@asc
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Figure 1: A typical BS in 3G networks.
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network (RAN) and core network (CN). Its RAN is composed of
the User Equipment (UE), the Base Station (B&)nd the Radio
Network Controller (RNC). Each RNC manages tens of BSe# eac
of which provides network access services to mobile usersti
air interface to the UE.

Figure 1 shows a typical BS in 3G UMTS networks. It has
the communication subsystem and the supporting subsystam.
communication subsystem includes Remote Radio Unit (RRU),
Base Band Unit (BBU), and Feeder. RRU is the radio specifid-har
ware for each sector. Each BS may install several RRUs near th
antennas to provide different coverage and capacity. BBUha
main unit, provides all other communication functions,luiing
control, base band, switching and Iub interfaces to RNChEB&®
may have several BBUs. Feeder is the optical-fiber pair ciale
connects RRUs to BBUs. The supporting subsystem includes th
cooling subsystem and other auxiliary devices. The cocdung
system, including air conditioning and fans, maintains prapri-
ate operation temperature at the BS. The auxiliary devioesde
power supply and environment monitoring modules.

From the energy efficiency perspective, the cooling suksyst
and some transmission modules consume a significant parfion
overall power at each BS, regardless of the traffic load sitgn
Our measurement shows that it reach@% or more in an opera-
tional BS. This is a main factor that leads to energy inefficiefor
the 3G infrastructure as we show next.

3. TOWARDS TRAFFIC LOAD-ADAPTIVE
ENERGY CONSUMPTION

We now describe the problem with current 3G networks from
the energy consumption perspective, present the BS powaelso
based on measurements, and identify the roadmap to thésolut

3.1 Energy-Load Curve in 3G networks

Our study on real traces of 3G networks shows that the current
network operation is not energy proportional to its cartiexdfic
load. The used energy is unproportionally large under zeliglat
traffic load. Figure 2 shows an illustrative example basedan
trace analysis on Region 1 network (see Table 1 for moreldgtai
The Region 1 network is an operational 3G network in a big city
with 177 BSes shown in Figure 6(a). From the plot of the total
consumed pow@rversus the aggregate traffic load in Figure 2, we
see that even with light traffic (say, 2000 or below), the comsd
power is still quite significant, about 380Kw in total, apyiroately
95% of the peak power. In contrast, the desired energy propwtio
operation (also shown in the figure) will consume much lesggpo
about 100Kw in total, under light traffic.

We have also digged into the trace and discovered why. Isturn
out that the traffic load at each BS varies significantly oveet
(see Figure 7(a) for a snapshot of traffic at four BSes in wiffe

YItis also called Node B in the 3G context.

2The power is averaged over a time window (e.g., 15 minutes). W
do not differentiate between power and energy hereafter.
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Figure 2: Energy-Load Curve for Region 1 Network.
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regions). There is a large fraction of time (more th@rhours over
each 24-hour period) that the BS carries very light trafficisTm-

plies that each BS system is not energy proportional to #ifédr
load. The root cause is that the large fraction of cooling grosnd
fixed radio transmission overhead are invariant of traffedidas
we show next), further contributing to non-energy-projoorality

feature at each BS. Therefore, without energy-proportiopara-
tions, the 3G network suffers from large energy waste.

3.2 Understanding BS Power Consumption

We now model the overall BS power consumption, including
both the radio communication and the auxiliary parts (egal-
ing). We use real measurement data taken on both transmissio
and cooling systems at BSes. Early models only considep radi
transmission but ignore power for cooling and other auilide-
vices [9, 11], or over/under-estimated power consumptioeffc
cients [5, 26].

The total power consumptioR at a BS is given by

P =P, + P’misC7

where the first parf;, accounts for power used to provide net-
work access to mobile clients. It includes power consumed by
RRUs, BBUs, feeder and RNC transmission. The second part
Ppisc records the auxiliary power for cooling, power supply and
monitoring. We next show tha®:. mainly changes with carried
load while P,,;s. typically remains constant given a fixed operat-
ing environment.

Modeling Pi, Using real measurement data on transmission
power, we find out that linear models can offer reasonablylggms
proximation for a variety of BSes; This model has also beatelyi
adopted in the literature [5, 9,11, 26]. Figure 3 gives thatsc plot

of power and load at three BSes. The figure clearly shows that a
linear model can approximate the transmission power wigheet

to the carried traffic load, i.eR:z (L) = P, - L + P, whereL is

the utilization level, i.e., the traffic load factor.

The above empirical model can be also explained by the ac-
tual BS operations. The two dominant component®ip are the
power consumed by RRUs and BBUs. When the traffic load is
heavy, RRU has to spend more power to support more active. link
Therefore, it increases in proportion to the traffic volun@m the
other hand, BBU does baseband processing for all frequearciy ¢
ers used by the BS. No matter how many links are active, itsepow
consumption is mainly determined by the number of frequesacy
riers unless it is in sleep mode. Moreover, signaling overtrod
channels, even during idle modes, also incurs energy oadroe
transmission modules.

Note that the power coefficients (i.e., slope and offset) waay
over BSes. This is caused by different vendor products aed th
changing number of installed BBUs and RRUs at each BS. Ptoduc
data sheets show th&, varies from 600w to 3000w [13, 18, 23].

In our model, transmission power also increases when theaope
tional range expands. Specifically, when the BS reachesdis-m
mum transmission range via cell breathing or duplicate Jamge



2500

2000 g e

* e %

£ 1500

9] P d
3 1000 p = 8.25x+815
o L

0g™™™™*" b =5.38x+ 600

p =8.25x + 1225

.
*f*‘““w*
A

0 0

2500

= 4 days
- - - one year (1-25-50-75-99th)

A i

2000+

= 1500,

Power

1000

500 1

0 50 100 -20 0 20
Load Temperature (0C)

Figure 3: P.,vs. load at 3 BSes.

radios (see Section 5.3 for details), we model that the p@lger
grows in proportion to the traffic load but uses a larger coieffit

P,, say,P, doubles at its maximum range. Our design and evalua-
tion consider such diversity factors.

Modeling Ppisc We focus on modeling the cooling (i.e., air
conditioner) power consumption since it is the dominantdam

Prisc based on real measurement. It depends on the amount of theg;,¢ city,

extracted heat and the desired operating temperaturesolvaties
with chillers that use a variety of compressors and drivierevious
work does not model this part, though it is known that coolimay
consume about 50% power at BSes [15].

Figure 4 shows the scatter plot of the cooling power and tempe
ature at a BS in 2010. It can be seen that the cooling powerynain
depends on the temperature. It increases approximatedgrlin
from 1000w to 2000w when the environment temperature varies
from —10°C to 30°C (i.e., from winter to summer). We also check
daily and yearly pattern in Figure 5. The upper line is therlyea
pattern (1-25-50-75-99th percentile in 96 bins) that \ewéh four
seasons. The lower line is a 4-day measurement in early winte
shows that though the cooling power fluctuates slightly #éidint
hours of a day (e.g., BBUs and RRUs tend to raise the air temper
ature and the chiller workload). It can still be approxintbes a
constant within a short period of time (say, a day), here 200w,
1400w]. Over a larger time window (say, a year), it varieshwit
the external environment temperature. For simplicity, wsuane

Pmisc Ff€Mains constant on a daily basis but changes with seasons.
In summary, our analysis shows that each BS is not energy pro-

portional to its carried load, mainly due to the residuatdes of
Pisc and Ps. Recent efforts [12, 14] have been made to reduce
them to some extent, but cannot eliminate them.

3.3 Roadmap to the Solution

Given that 3G network is not energy proportional to traffiadp
our ultimate goal is to build a load-adaptive solution torggesav-
ings in operational 3G networks. To this end, we need to addre
three issues: (1) What are the characteristics of traffid ioaper-
ational 3G networks? We use real traffic traces and BS demaoym
map to conduct detailed analysis on traffic dynamics botlnie t
and over space (Section 4); (2) Given the traffic dynamics, ¢em
we achieve network-wide energy proportionality (EP) usirg-

EP components shown in Section 3.2? We need a solution that ca
achieve load-adaptive energy operation using the curremEP

BS (Sections 5.1 and 5.2). (3) How can the proposed solutark w
with the current 3G standard? The solution needs to be sténda
compliant (Section 5.3). We next elaborate on these aspects

4. 3G DATA TRAFFIC: DIVERSITY
TIME AND SPACE

In this section, we present our measurement results on 3G tra
fic diversity in both time and space, and show the design in-
sights on how to improve the current 3G network’s non-energy
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proportionality. We use traces collected from the operati3G
network in four regions to study their temporal-spatiafficapat-
terns. All four regional networks are managed by one of trggelst
operators in the world. Figure 6 shows the BS locations ise¢he
four regions; we hide the detailed deployment map for pyivam-
cerns. They have different geographic scales and reprdsemnse
city types: Region 1 is a large, populous city, Region 2 is dioma-

and Regions 3 and 4 are large cities in a large ipelitan
area. All regions have diverse residential and downtowasaré€he
coverage area and the number of BSes in each region are given i
Table 1. Our data sets contain 15min-bin traffic volume résdor
two months from August 2010 to October 2010. For proprietary
reasons, the presented traffic volume is normalized by atramp
constant, but normalization does not change the dynamigeran
the figures.

Region 1 Region 2 Region 3 Region 4
Area (km) 11x11 8x4 16x28 30x45
# BS 177 45 154 164
BS density| dense | dense/normall normal/sparsg sparse

Table 1: Basic statistics of 4-region traces.
4.1 Temporal Diversity

Temporal traffic dynamics We first find that each BS exhibits
high traffic dynamics over time. Figure 7(a) plots the trdffiad at
four individual BSes in different regions. We observe straiiur-

nal patterns on both daily and weekly basis, alternatingvéen
peak and idle duratioAs We separate the weekday and week-
end data here, and only present the weekday case unlessitgxpli
stated; the result for weekend is similar.

To quantify the degree of temporal traffic dynamics, we cot@pu
the ratio of peak-to-idle traffic load at each BS in four regioWe
define the peak (/idle) duration of each BS as the Hguwhen
it has the maximum (/minimum) traffic load (typically betwee
10AM-18PM for peak, or 1AM-5AM for idle), plus two adjacent
hours, i.e.h —1 andh + 1. Figure 7(b) presents CCDF of peak-to-
idle traffic-load ratios in four regions. We see that the pealdle
traffic ratio is larger than 4 in most (70-90%) BSes, and thallEen
ratio (say, 2—4 in Region 1) is only due to relative smallftcafol-
ume at BSes. We also study the effect of time window size (here
3hr) and find that large peak-to-idle ratios still exist whlea win-
dow is smaller than 8 hours.

Design insight 1: This result shows that the traffic distribution
of each BS is quite diverse over time everywhere. Such steong
poral diversity indicates the under-utilization of eachiB&he time
domain, resulting in system-wide energy inefficiency asBSe

Near-term traffic stability We also observe that the traffic
volume is stable over short term (e.g., the same time of conse
tive days), while it may slowly evolve over a long term (e26%
global increase in 2010 [10]). Although the traffic load fluates

3We use the term “idle” duration for light traffic cases in ousrk.
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Figure 7: Temporal traffic diversity.

Traffic Toad variation in consecutive days

Location

10th

30th

50th

70th

90th

Region 1
Region 2
Region 3
Region 4

2.1%
1.9%
2.1%
2.0%

6.7%
6.4%
6.8%
6.3%

12.1%
11.8%
12.3%
11.4%

20.1%
20.6%
20.4%
18.8%

38.7%
45.0%
42.0%
36.6%

Table 2: Near-term stability in four regions. The values ind-
cate the traffic difference between consecutive days.

over time, the time-of-the-day traffic at each BS is quitblgtaver
consecutive days (see Figure 7(a)). For example, BS1 halsusim
traffic load at 5 pm in Days 1 and 2, Days 2 and 3, and so on.
We first assess the similarity of near-term traffic by compuuti
their autocorrelation at each BS with the time-lag factanpe4
hours. Our results show that, in all four regions, the aut@tation

values are higher than 0.963 for 70% BSes — confirming strong

correlation between traffic load during two consecutivesdayo
further measure the near-term stability, we also compwgendar-
term traffic variationV/ (¢, ¢) at timet at BSq:

V(iv t) = |R(i7 tcw") - R(iv tPTS’U)|/R(7:7 tm‘@“)v
whereR(i, teur) @nd R(i, tprev ) denote the traffic load of BSat

time ¢t on the current day and on the previous day. Table 2 shows

the near-term variation statistics using our two-montfadatfour
regions. We see that, at any time, the traffic load differéende/o
consecutive days is less than 20% for 70% BSes. We also ratite th
high variation values are mostly caused by the low trafficinc
at the idle time and their absolute values of traffic diffeermre,
in fact, quite small. We further examine the impact of diffietr ag-
gregation granularity (e.g., from 15-min bins to severalrisy. The
near-term variation increases as the aggregation gratyujmows,
but remains highly stable when the window is smaller thani$io
Design insight 2: The near-term stability result makes a case
for traffic profiling to estimate the next day’s traffic trenddamoti-
vates us to develop power-saving schemes using trafficggofihe
measurement also indicates that hourly traffic aggregaticieves
good balance between estimation accuracy and simplicity.

Time-domain multiplexing diversity We find that the aggre-

gate traffic load in a region hardly reaches the aggregateaB&ce
ity in the region. To verify such a trend, we define time-damai
“multiplexing” gain M (t) as the ratio of the sum of the peak traffic
ateach BS (i.e., lower bound of BS capacity) to the aggregaifec
load at timet in the region:M (t) = >, R(i, tmaz)/ Y ; R(,t),
whereR(i, t) is the traffic load of BS at timet; ¢ 4. is the peak
traffic time. Figure 8 plots the multiplexing gaidg (¢) in four re-
gions. We see that the multiplexing gain is around 2 evemduri
daytime in all regions. Note that the gain can be even langer i
reality because the operators often deploy BSes with mugeia
capacity than the actual traffic demand to account for fartnc
ing market growth. The root cause for large multiplexingngiai
that not all BSes reach their peak load simultaneously. \vayst
the peak hour distribution in subregions A (residence aaed)B
(business area) and find that the peak hour spans from 10 AM to
6 PMin A, and from 4 PM to 8 PM in B (see Figure 9). The op-
erator has to deploy the infrastructure that can accomreaithet
peak traffic at each location, even though the peak load mby on
last two or three hours a day. As the peak hour varies with each
location, the deployed capacity (i.e., the sum of each B&=mc-
ity) is much larger than the actual traffic volume at the tirNete
that, our observation also explains why current operatord to be
overly conservative in BS deployment density, since thegely
ignore the multiplexing effect of traffic load.
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Figure 8: Time multiplexing Figure 9: Peak hour distribu-
gain. tion.

Design insight 3: This multiplexing gain shows that the aggre-
gate BS capacity is highly under-utilized in each regioral$p ex-
plains why current BS deployment tends to be overly conseeva
in operational networks. The inherent temporal-spatialedsity
opens venue for energy savings via aggregating traffic load.

4.2 Spatial Diversity

Diverse BS deployment density  The BS deployment density
varies across locations (see Figure 6 for location distiobs). In
the hot spots of a city (e.g., subregion B), more BSes areifrov
sioned, thus creating location-dependent diversity. eidi0 de-
picts the distribution of the number of neighbors per BSfitl
Km, which is the typical communication range of many BS prod-
ucts [22]), representing the BS deployment density in fegians.
We see that the deployment density is quite diverse acrdfes-di
ent regions, as well as in the same region. We also see thagea la



number of BSes have multiple neighbors, especially in Regib

(defined in terms of active user clients). The solution hasatsfy

and 2. For example, for more than half of BSes in Region 1, each three requirements of traffic capacity (i.e., traffic does ex@eed

has at least 10 neighbors within its 1Km range. In contraagiéh

BS capacity), communication coverage (i.e., each locatiaov-

4 has the most sparse deployment; only 40% BSes have multipleered by at least an active BS), and minimal on/off switchihgazh

neighbors. The dense BS deployment is partly due to themurre
practice that operators mostly ignore the traffic multiplgxeffect
we have discovered before.

Design insight 4: This BS deployment practice provides us an
opportunity to exploit such topological “redundancy” fonergy-
proportional power savings, and the expected gain tendsatg v
across regions.

CDF (%)
@
2
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Num. of neighbor BSs within 1 Km Ratio: Max-to-min traffic load (within neighbors)

Figure 10: BS deploymentFigure 11: Neighbor-scale
density. traffic diversity.
Peak time Idle time
Location | 20th | 50th | 80th || 20th | 50th | 80th
Region1| 4.0 6.5 17.1 2.3 3.9 6.0
Region 2| 6.2 9.1 | 123 3.7 6.2 8.7
Region3| 7.5 13.4 | 28.2 3.6 4.9 10.6
Region 4| 1.7 3.2 6.0 1.5 1.9 3.1

Table 3: Max-to-min traffic ratio in neighboorhood.

Spatial traffic diversity Another key observation is that traffic
load intensity is quite diverse even in each local neighbodh(i.e.,
traffic loads among the closely located BSes). Figure 11 show
the spatial traffic diversity among neighboring BSes. Eaaimtp
represents, at any given time of the day, the traffic-voluatie of
the maximum-traffic BS and the minimum-traffic BS within 1 Km
range of each BS in four regions. We see that the max-to-rafficr
ratio is larger than 5 in 50% cases, and larger than 10 in 3G¥#sca
(in Regions 1, 2, and 3) We also observe that such neighborhood-
scale spatial traffic diversity is more evident during thalpgme.
Table 3 presents the max-to-min BS traffic ratio at peak afel id
times. Note that, for example, the spatial diversity at tbakptime
becomes a factor of 13.4 in 50% cases in Region 3.

Design insight 5: Such strong neighborhood-scale traffic diver-
sity indicates the under-utilization of a group of BSes mspatial
domain, and sheds lights on energy savings in each local area

5. DESIGN

Using the gained insights on traffic analysis, we seek toeaehi
load-adaptive energy consumption in the 3G infrastructlirteaf-
fic varies over time (Insight 1) and in space (Insight 5), cons
ing energy adaptive to the traffic variation becomes cllitidehe
near-term traffic stability (Insight 2) makes a casepfmfile-based
approach to estimating traffic envelope at any time. Sineenthl-
tiplexing gain is high (Insight 3), the profile-based schemneag-
gregate traffic, rather than individual BS traffic, will deemore ef-
fective. To leverage diversity in BS deployment (Insightw¢ can
power off under-utilized BSes when their traffic is light goalver
them on under heavy traffic. This way, we devise a distribsted
lution that uses a small set of active BSes based on trafiin&st

4Region 4 gives the lowest max-to-min traffic ratio due totarse
BS deployment.

BS (i.e., we avoid powering on/off each BS frequently).

Our overall design takes a grid-based, location-depengient
filing approach. We divide the entire network into grids, batt
BSes in each local grid cell can replace each other whenrggrvi
user clients. Once the grid is established, we perform imgat
dependent profiling, which estimates the traffic envelopetlie
aggregate BS traffic in the grid. Given the peak and idle hofirs
the traffic profile, we decide the corresponding set of adii%es
for each duration. It turns out that, if we select the setg@mp
ately, we only need to power on a sleep BS and shut down areactiv
BS only once during each 24-hour period. This minimal on/off
switching works well with the cooling subsystem, which re&@s
of minutes when adjusting to the desired operating tempex -
side each BS upon power-on.

Our design also eliminates several limitations of the papul
optimization-driven approach [9, 11, 21]. These drawbackkide
a centralized rather than distributed scheme, approximat the
optimal solution, excessive on/off switching, unreati€iS power
consumption model, one-time optimization targeting intaeous
traffic load, and difficulty in addressing deployment divigreind
node heterogeneity. Finally, the related work does notagxpiul-
tiplexing gain to minimize active BSes.

5.1 Grid-based location-dependent profiling

The grid-based profiling approach estimates traffic in argive
area. It addresses two issues: (1) How to determine theapdrt
tition the network and facilitate powering off under-utéid BSes
in a given area? The proposed solution has to accommodage div
sity in node deployment and communications. (2) How to perfo
location-dependent traffic profiling to exploit the muléging gain
over time and among local BSes? We now elaborate our solution
to these two issues.

Grid size We partition the grid so that BSes in each grid cell
are equivalent. BSes are equivalent if they can replace ethen
when communicating with user clients. We use location im@r
tion and transmission range of each BS to decide whether BSes
spatial proximity are equivalent or not. Location coord@sacan
be obtained by GPS or other location systems when operdtors p
and deploy their infrastructure. Transmission range of ani§
vary from 200m to 1km in cities and from 1km to 5km in rural
areas [22]. It can be different among BSes due to antennageenfi
ration and placement, transmit power and environment.

Specifically, let the distance between two B&asd; bed(i, j),
then BSeg andj are equivalent if

Tl+d(z7.7) < Rj>

wherer; andr; are the normal communication ranges, ddand

R; are the maximum possible communication rangéarid, re-
spectively. Note that the above procedure can handle tlzeneder
diversity across BSes. Moreover, deployment density cgonary,
reflected by changing distandg; between any pair of nodes;.

In the example of Figure 12, BS 1 is equivalent to BSes 2 and 3,
but is not equivalent to BS 4.

A virtual grid cell is formed when all BSes in it are equivalen
Once a BS is not equivalent to every BS in the current grid, we
create a new grid cell. Since grid formation can be nonuniguee
use a simple heuristic "northwest rule" to decide our grialstaic-
tion. We start from the northwest corner in the BS deploynmezp
(i.e., top-left corner), cluster all equivalent BSes framp to down

ry +d(i,j) < Ri,



and from left to right, and generate a new grid-cell when a8S i
found to not be equivalent to at least one BS in the current cel
We repeat the process until we reach the southeast cornexxand
haust all the BSes in the 3G network. In the illustrative eplnof
Figure 12, three grid cells are thus formed following thikeruNVe
note that formation along other directions may generateraint
virtual grids, but would not much affect energy savings. Natter
what formation is created, it does not change the inheremt-pr
imity. Close nodes belong to the same grid with high prolitgbil
For example, if we form the grid in “northeast” rule (i.e.ptaght
first), we will get three grids: 6 and 5, 4 and 3, 2 and 1. Eactuair
grid still has similar redundancy (the average density isi2hand
offers local capacity at slightly different spots.

It Pv———/_\——jrf_‘\\ P
W 20 e 16 ]
i\u 5 -
1.1 Q1 O
- —| L>g 1 g1 g 4

Figure 12: Example of virtual grid. Left: geo location. Right;
virtual grids.

Location-dependent traffic profiling We now devise a profil-
ing scheme that estimates the envelope of aggregate traffiawnd
in a local grid.

We divide each day into 24 hourly intervals, compute thesstat
tics of each hourly interval, and derive the traffic envelémethe
given hour. We differentiate a weekday from a weekend day, but
treat all weekdays or weekend-days similarly. Specificédlythe
i-th hour of k-th day that we stack together consecutive wéeks
we compute the moving averag#(s, k) and standard deviation

D(i, k) as follows:
S@i,k)=(1—a)-8@,k—1)+a-S3,k),

where S(i, k) is the hourly sample value of the aggregate traf-
fic in the grid fori-th hour during thek-th day, anda, 5 are the
smoothing parameters, chosencas= % ands = i in our pro-
totype. Consequently, we estimate the hourly traffic empelas
EV(i,k) = S(i,k) + v - D(i, k) where~ is a design parameter
that offers a tuning knob to balance between tight estimadengiss
ratio. We evaluate its impact on the performance in Sectian 6
An alternative approach is to first profile each individual &%l
then sum up all as the grid profile. It estimates each indalidu
traffic envelope first without extracting the multiplexinffeet of
traffic among local BSes. In contrast, our group-based pugfil
can improve energy efficiency when traffic load is heavy. FédLB
shows an example of 15 BSes in one grid with several micrasgrid
The peak hours in two micro grids (marked by “+” and “Xx”) vary
slightly and exhibit different patterns even within the sagrid.
As aresult, it leads to about 5-8% energy-saving gain at peaks
when using the group profiling scheme (see Section 6.1 faildpt

5.2 Graceful Selection of Active BSes

Given the traffic profile in each grid, we next select the riggit
of active BSes and power off under-utilized BSes. The ddsagto
reach two goals of minimizing the number of on/off operasiamd

5In fact, all< 2-hour intervals have similar and good performance,
shown in Section 4.1.

satisfying both coverage and capacity requirements. ®ehd,
our solution has three components: (1) selection of act&esor
the peak hour(s), (2) selection of active BSes for the idler (%),
and (3) smooth transition between the idle and the peak.

Selection of active BSes for peak hour Given the 24-hour
traffic profile at a given grid, we first find the hour(s) with kiea
iest traffic. For this peak duration, we need to select thekat-
tive BSes in the grid, denoted I8,,.... Based on the fact that the
residual energyR.:sc + Pg) of Section 3.2 contributes a large per-
centage, we reduce the number of active BSes to save enengy. O
the opposite side, thiecal, aggregate capacity of all active BSes
has to be large enough to accommodatel traffic. Our algorithm
thus prefers the BSes with larger capacity. We rank all thesHS
the grid in decreasing order of their capacity valags3.s;), say,
C(BS1) > C(BS2),...,> C(BS»). Then we select the largest
numberm of active BSes so thap )" , C(BSk) > EViae.
Then, the set of active BSes for the peak hSyy,. is given by
Smaz = {BS1,...,BSx}. This heuristic ensures the minimum
number of active BSes in the grid. Assume that all local B&es u
same power models, we can easily prove that the algorithrp-is o
timal to ensuring minimum total energy in the grid. When BSes
have heterogeneous power models (i.e., diffel@ntPs, Prisc),

we will select the high-energy-efficiency BSes with highopitiy if
their capacity exceeds the traffic demand.

We repeat the above algorithmic procedure for each griden th
network, thus obtaining the active BSes for each grid duiiag
peak hour. Note that the peak hours in different grids mayibe d
ferent. Once active BSes are selected for each grid, ouritilgo
can meet requirements for both coverage and capacity. Kate t
two nodes in adjacent grids may cover each other. This offens
opportunity to further save power by merging active BSedlia-a
cent grids. However, our study shows that this option would a
much higher complexity to the design; we trade marginal powe
savings for design simplicity in this work.

Comparing with the optimization scheme  We decide to
choose the above grid-based scheme, rather than the popular
optimization-based scheme in active BS selection. For esimp
son purpose, we consider an unrealistic, exhaustive sémséd
optimization scheme. It selects the active BS set that aoasu
minimal energy, while satisfying capacity and coveragest@aints.

We first use a simple example to gain insights on why the
optimization-based scheme may outperform ours in someascen
ios. Figure 16(a) plots the deployment map of nine Regiorsg®s
which are divided into four virtual grids{1, 6, 8}, {2, 5}, {3,4, 7}
and{9}, following our “northeast” rule. Figure 16(b) marks the ac-
tive BSes for each hour ( the blue ‘+’ for our grid algorithndahe
red circle for the optimal one). We make two observationsstFi
our algorithm requires at least one active BS for each griu¢chw
may not be necessary in the optimal scheme if the grid can\e co
ered by BSes in neighboring grids. For example,ghid scheme
has to turn on BS 5 (at midnight) because BSes 2 and 5 belong to
one grid and at least one should be on, whereasptimalone can
leverage BSes 6 and 8 to cover BS 5, and BSes 3 and 4 to cover BS
2. Therefore, there is no need to turn on BSes 2 and 5 undér ligh
traffic. Second, capacity may not be fully utilized due tkla€co-
ordinations among neighboring grids. For example, due &vye
traffic at noon, grid(3, 4, 7} has to turn on two BSes (4 and 7), and
grid {1, 6,8} turns on two BSes (1 and 8). In contrast, thi-
mal scheme can leverage the extra capacity from neighborinly gri
{6, 8}, thus powering off BS 4, as shown in Figure 16(b). In this

S\We treat holidays as weekend days, as confirmed by our tracecase, the performance gap is mainly caused by the unusedityapa

analysis.

of BSes, which is not coordinated among grids.
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Figure 16: Grid-based vs. optimization-based schemes

Given the traffic load, and deployment and capacity of each BS
we can formulate the problem as selecting an optimal set -of ac
tive BSes to minimize energy consumption, similar to the-usd
association problem [11, 16]. We can readily show that this- o
mization problem is NP hard. Hence, no practical algorittan ¢
reach the optimality. Moreover, in the case where each BS has
the same capacity, we can show that the performance gaps# the
two schemes is upper bounded, as stated by the followingegheo
which proof is given in the technical report [25]. We furtloem-
pare their performance via simulations in Section 6.2.

THEOREM 1. In the homogeneous capacity setting, our solu-
tion has at mosy more active BSes than the optimum, wheie
the number of grids in the network.

Selection of active BSes for idle hour  When deciding the set
of active BSes for the idle hour that has the smallest amofint o
hourly traffic in the 24-hour profile, we devise a differenheme.
Rather than select active BSes from all candidates in tite o
select the active set only from the superSet..., which we have
calculated for the peak hour. We can use similar selectitinypm
find the BS set for the idle hour, denoted 8y;.,. It is guaranteed
to be a subset of,,... for the peak hour.

We use the above scheme to minimize the on/off switching of

Figure 14: lllustration of BS graceful

(3) Handoff
command

Figure 15: Handoff procedure for user
migration in a 3G network.

18:00 24:00

tive node setS; at hourt, which is always a subset &f,,.. but

a superset of the previous hoS¢—;. That is, we find a series
of active setsS{t} that satisfyingSmin = S(t;) C S(t1) C
S(t2)~~~ - S(tp) = Smaz, Wheret; < t1 < t2 < -+ < tp
denotes the hourly sequence from the idle hour to the peak hou
The algorithmic procedure is similar to that used for the idbur.
When migrating from hout — 1 to ¢, we only need to power on
those BSes not i¥;—1, but retain all active BSes if;_1. If S;—1

is sufficient, we do not need to power on new BSes. Once a BS
appears ins;_i, it remains power-on dtand continues to appear
in S:. In our example, BSes 4-10 will switch on sequentially based
on the prediction of next hourly traffic.

Our solution may incur suboptimal operations for energyregs/
when the traffic volume experiences a sudden surge (e.gML1A
2PM in the example) at timeor after, before reaching its peak
It keeps all current BSes on, though it may be unnecessary. We
allow for this sub-optimality to minimize on/off switchindvore-
over, our traces show that traffic almost follows diurnaltgats,
monotonically increasing during day-time and monotorycek-
creasing at night. Therefore, the smooth selection workeah
ity by minimizing on/off switching. Our evaluation in Seati 6.2
shows that the power-saving impact is no more than 1% when en-
abling and disabling smooth selections.

5.3 Working within 3G Standards

The above profile-based approach shuts down under-utilized
BSes during light-traffic period to save energy. To make itkyo
we have to be standard compliant and address practicabisglje
How to let active BSes cover the communication area of thiesps
ones; (2) How to effectively migrate existing user cliemtsfi the
about-to-sleep BSes to other active BSes; (3) How to lewctiag
3G infrastructure to share traffic information among loc&8eB in
a grid; (4) How to coordinate the operations of cooling ssbsms
and Node B communication subsystems during the energngavi

BSes by sticking to the same set of BSes as much as possibleprocess; (5) How to handle unexpected traffic surge. We nat el

A possible downside is that the computed set may not be optima
since it does not select from all candidates but only thosg,in. .

The alternative is to independently derive the set of ad&i8es for

the idle hour. However, the computed set may not be a subset of
Smaz, thus incurring more on/off switches during idle-peak raigr
tion.

Smooth transition between idle and peak hours  To mini-
mize on/off switching and reduce energy inefficiency, weisev
continuous selection for the rest of the day. It turns out the
need to switch on and switch off each BS at most once duriniy eac
24-hour duration. Figure 14 illustrates how our algorithrorke
for the grid example of Figure 13, whef%,.» has 11 BSes and
Smin contains 3 BSes.

During the ramp-up transition from the idle hour with smsile
traffic volume to the peak hour with heaviest traffic, we us@aen

orate on these detalils.

Adjusting the BS coverage via cell breathing  In our scheme,
some BSs need to extend their coverage to serve clientsalligi
covered by neighboring BSs that will power off. To this ends w
leverage the well-known “cell breathing” technique thgtats cell
boundaries in today's 3G networks [2, 4]. Cell breathingrasli-
tionally used to adjust the cell size based on the numberieftcl
requests to achieve load balancing or capacity increaseighr
micro-cell splitting. We use it for the alternative purpagepower
savings. Specifically, the effective service area expandscan-
tracts according to the energy-saving requirement. Byeaming
the cell radius, an active BS can effectively extend the @me
area to neighboring BSs. Note that most Node B vendors offer
products operating over a wide communication range (sayn20
to a few kilometers).



Alternative solution to BS coverage via duplicate componets 6. EVALUATION

An alternative solution to cell breathing is to use dual BREU We evaluate our power-saving solution using two-monttfitraf
subsystems at a BS and switch between these two systems whefaces collected from four regional 3G networks. We use tisé fi

adjusting the coverage area at peak and idle hours. For é#amp five-week data to construct traffic profiles, and use the reimgi
for a BS in a city area, besides the current subsystem, wallinst tnree-week traces to assess our solution.

another transmission subsystem that works for rural anegsap-
ports large communication coverage. We then adjust coeensg
switching between these two during peak/idle periods thatire
different transmission ranges. Another alternative isge lower
frequency bands at a given BS and extend its communicatigera

Evaluation setting We first evaluate our solution in default pa-
rameter settings: (i) profiling parameter= 3; (ii) heterogeneous
BS capacity beind10% of the maximum traffic load at a given
BS; (iii) power modelP,, = 6L + 600w and P,.isc = 1500w at
normal transmission rang®;. = 12L + 600w when expanding to

User migration by leveraging the handoff process  When mi-
grating users from the original BS to the equivalent BS forv@o
savings, we leverage the network-controlled handoff (NGHO
mechanism in 3G standards currently used for mobility stippo
Figure 15 shows the migration procedure of mobile userseo th
other active BS when the serving BS decides to power off. &ohne
active UE in the original BS (OBS), the following proceduseer-
formed: (1) The OBS sends a handoff request to the neighiporin

the maximum transmission range. This model states thaticoed
power still grows linearly with the load but with a larger ffogent,

say, P, doubles at maximum coverage; (iv) the maximal transmis-

sion range of 1-2 km, consistent with many available prazugte
also gauge the effect of various parameters and other pooeelm
alternatives, and compare our solution with the optimaratiased
approach later in this section.

active BS (ABS) via RNC; (2) The ABS acknowledges the handoff Region 1 Region 2 Region 3 | Region 4
request and reserves resources for the migrating UE; (3h Upo [ Eora (Mwh) 9.81 2.63 8.58 9.18
ceiving the handoff ACK from the ABS, the OBS sends the UE a [E,,. (Mwh) 33 23 75 79
handoff command; (4) The UE executes the handoff command via| E Gain 15.7% 13.8% 12.6% 13.9%
new association with the ABS. Then this handoff process iedo Eour(Mwh) 4.64 1.40 5.94 7.03
in NCHO [1]. In case of handoff failures, the OBS may repeat th E Gain(%) 52.7% 46.6% 30.8% 23.4%
above procedure with other active BSes until all UE handsiifs- (min-max) (34.2-75.9)| (20.6-76.1)| (16.5-46.6)| (9.9-35.4)
ceed or time out. The OBS will defer its power-off if some UEs a #miss/BS 2.83 °.23 4.37 0.12
still associated with it. Note that our handoff triggeringst (i.e., missRatio(%) 6.7e-4 7.9e-4 8.16e-4 1.86e-5
BS power on/off) does not require additional modificatiorthe #BS(weekday) 34:97 8:32 79:122 104:142

’ ' #BS(weekend) 34-85 8-19 79-107 103-122
current 3G NCHO operation except adding one more event type. — X
Thus, the migration process in our power-saving mechanam c Table 4: Power saving in four regions.
be readily made 3G standard compliant.

Daytime  Midnight [ A(sparse) B (dense

Information sharing via RNC In our group profiling scheme, Region 1| 40.7% 73.7% 28.1% 61.6%
BSes in the grid should exchange traffic information to corapioe Region 2| 31.2% 71.6% 27.7% 55.3%
envelope for the aggregate traffic. A natural place to exgbaunich Region 3| 20.9% 45.6% 8.8% 51.3%
information is via the RNCs. In typical cases, BSes beloggmn Region 4| 15.6% 34.7% 7.9% 30.8%

the same grid also own the same RNC, which is the natural hub fo
such information exchange and aggregation. In the extrease c
that BSes in a given grid do not belong to the same RNC, we can
modify the grid construction procedure by imposing the dtoil

that only equivalent BSes belonging to the same RNC can form
a grid. The downside of this change is that it may increase the
number of grid cells, but with the benefit of reducing intédd®
message exchange.

Coordinated operation of cooling and Node B subsystems
Most Node B subsystems require proper operating temper&ur
function well. When powering off the entire BS for an extetide
period of time, the ambient temperature may change beyoad th
desired operating value. Therefore, before powering orNibee

B subsystem, we need to power on the cooling/heating sidrayst
in advance. Our measurements done at three real-life BSingach
rooms show that 30 minutes are generally enough for the rurre
cooling/heating system to bring the room temperature todére
sired value.

Emergency BS power-on  While our profile-based approach
typically gives a reliable estimate on the traffic envelapee-case
traffic surge can also occur. To prepare for such transiegesy
each active BS monitors its traffic volume. Whenever it sedslen
surge well beyond the envelope specified by the profile, itwail

tify its RNC. The RNC will subsequently trigger emergencyveo-

on for the neighboring power-off BSes. The power-on number o
BSes depends on the traffic surge volume the RNC is notified.

Table 5: Power saving in peak/idle hours and subregions.

Evaluation results ~ Table 4 summarizes the results on the
above default setting. The table presents the total daigrggn
consumption of the current 3G network,;;, BBU-standby solu-
tion Eyp.., and our power saving schem&,,, the average energy-
saving percentage, and the daily miss traffic (due to prdfitac-
curacy or capacity limit) and the active BS count using otiesce.
The BBU solution, proposed by some BS vendors [14], aimsrto tu
off some sub-carriers and place BBU into the standby modexwhe
the traffic load is low. We also separate weekday and weekend p
formances, but they are similar. We only show daily resufid a
active BS sets on weekdays due to space limit.

We make four observationsFirst, significant power saving is
feasible Our profile-based scheme achieves average daily energy
savings about 50% in Regions 1 and 2 (dense areas) and 20A30% i
Regions 3 and 4 (sparse areas). Compared with the BBU-standb
solution, our scheme yields more power savings becauseBhk B
scheme save®s but cannot eliminaté®,;s.. In all cases, 15%—
40% BSes are powered on/off in the regional network, i.e-600
BSes each day. Those BSes switch ordoffy onceduring each 24-
hour period, confirming the operational simplicity of ouheme.

Second, the power-saving gain is mainly attributed to waff
versity and deployment densitgince the wasted energy is unpro-
portionally large under light traffic, our scheme achieveslargest
energy savings during idle period. Table 5 shows that, tlveepo
saving gain reaches as high as 70% during night time in Redion
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Figure 17: Evaluation results of various effects on energywgaving, miss traffic, and active BS count.

and 2, and the gain at night time is about 2x the value at dayitim BS power models  The transmission powe¥;, and the cooling

all regions. Deployment density is another crucial factopower power P,,;sc vVary with the sector count and with seasonal changes,
savings. It determines the degree of redundancy to turn 8&=B respectively. Different vendor products also introdusesity into
The gain in dense areas can reach 30-60%, almost 2-6x the valu power models. Table 6 presents six power models to be aslsesse
in sparse areas. It also explains why the gain is lower (2Bid%  The first five models are homogeneous and the last one asfiesses
Region 4, while reaching 52.7% in Region 1. We also assess thetradeoff between high capacity and high energy efficienderne
impact of grid formation. We find that, the gain is similar natter BSes with larger capacity consume more power. Becausetsesul
what grids are used with different BS sets. The locatioreddpnt are similar in other regions, we only show a case in Region 1.
density is the key factor of power savings, and grid fornratioes

not affect the inherent density. Region 1

Third, we can save energy by powering off some BSes even dur- | # | Model Setting Eog | Four | Egain
ing daytime, particularly in dense areas (e.g., RegipnClur anal- 1 | Winter P=1000+6L+600 7.7K | 3.6K | 53.2%
ysis shows that traffic multiplexing over time and in spacéhis 2 | Summer | P=2000+6L+600 119K | 53K | 55.4%
main contributing factor to such a gain. The current BS dgpknt 3 | Sp/Fal P:_1500+6L+600 98K | 4.6K | 53.1%
does not take the broad system view, but seeks to meet the peak 4 | Sp/Flow | P = 1500+4L+600 9.5K | 4.2K | 55.8%

; - . - . 5 | Sp/F-high| P = 1500+8L+600 10.3K | 5.0K | 51.4%

Frgﬁlc .reqwrement at each location myo.pllcally. Conse@yen & [ Hybnd H P = 2000+8L+800| 8.8K | 5.00K | 43.29
is inevitable for the operator to over-provision the capato ag- M, P = 1500+6L+600
gressively, as observed in Figures 8 and 9. L, P = 1000+4L+400

Last, our results also reveal the tradeoff between poweingav
and performance degradatiobue to occasional unavailability of Table 6: Energy saving with different power models.

spare capacity, some user requests will be denied. In pteyaur
profiling scheme may not always capture extreme-case teaffge

in its profile envelope, thus leading to transient overloaygbimd the
provisioned capacity. However, our study shows that susbsare
rare. The average miss ratio is kept as lowa8.1%, i.e., up to 6
requests per BS each day. If needed, we can use more conservat
policies (e.g., use larger profiling margip) or leverage the emer-
gency BS power-on mechanism, to further reduce the migs rati

Our results show that the power model diversity does not much
affect the saving gain. It only leads to visible changes eahso-
lute energy consumption. The power-saving percentageriesl
invariant in the five homogeneous cases. It drops about 4r8% i
all regions in Model 6, caused by the tradeoff between enefgy
ficiency and capacity. Power models do not affect the miss rat
and active sets. The stable power-saving gain in differesdets
indicates that our scheme can work well around the whole year

6.1 Impact of Various Components Profiling scheme  We assess the profiling parametelny vary-
We now study the effect of various components and parameteringy = 1,2, ..., 5. We also compare the grid-group profiling and
settings on our energy-saving performance. the individual BS profiling scheme. Figures 17(a), 17(eyl &n(i)



plot power-saving gain (with min/max bounds), miss recgigsr

BS, and the active BS percentage, respectively. The restutis

that, wherry grows up from 1 to 5, daily energy-saving gain only
decreases about 5-10%, which offers large freedom tp. €&t the
other hand, the number of miss requests per BS decreasés$ sign
cantly. The largety tends to over-estimate the traffic load. We also
see that group profiling outperforms the individual one oergy-
saving gain and miss rate. Such a gain can be attributed to the
effect of traffic aggregation in a local proximity and muléging

over time, as shown in Figure 8.

BS capacity =~ We vary the BS capacity by multiplying variable
« and the peak traffic load; we setfrom 1 to 2 in our study. Fig-
ures 17(b), 17(f), and 17(j) plot power-saving gain, misguests
per BS, and the active BS percentage, respectively. Withgaia
BS capacity, the network reduces the active BS count whilersp
the traffic demand, thus reducing power waste. When the B&eap
ity doubles, energy-saving gain increases by about 10%.evexy
as we vary BS capacity, the maximum energy-saving gain (when
traffic is lightest) is almost invariant. It implies that egg saving
under light traffic is constrained by coverage rather tharacay.
We also find that increasing BS capacity can offset the pngfili
inaccuracy, while larger capacity may trigger more BSesoiwey
off, leading to higher miss rate. We note, however, in albsashe
absolute number of miss requests per BS remains sral (with
miss ratio smaller than 0.2%).

BS maximum transmission range  We vary the maximum
transmission range of a BS by multiplying variableand the nor-
mal transmission range; we vaty= 1, 2, 3,5 in our study. When

a = 1, we setR; = max(500,r;). We also compare them with
homogeneous settings & = 1km or 2km based on BS deploy-
ment analysis of [22]. Figures 17(c), 17(g), and 17(k) plowpr-
saving gain, miss requests per BS, and the active BS pegeenta
respectively. In general, the larger the transmissionegathg more
active BSes the network can reduce to cover the entire area. O
results show that we achieve significant power savings when t
maximum transmission range is three times larger than tkeasp
tional range. When it is very small, coverage becomes thigitign
factor.

Other design variants ~ We also evaluate two more design vari-
ants in our scheme. The first is to power on the sleeping BSdahea
of the expected working time. It is to give enough time for the
cooling system to adjust the ambient temperature insideBthe
The second option is to always reserve a fraction (say, 10%heo
capacity in a BS to be prepared for the worst-case scenagg (e-
expected or transient traffic surge). Figures 17(d), 1&hgl, 17(1)
plot power-saving gain, miss requests per BS, and the aBt$/e
percentage, respectively. The results show that, botlyadesiri-
ants have little impact on energy saving. The first optioreéahof
time) decreases only 1-2% in energy-saving gain, while 0% 8
resource reservation only reduces 5-10% energy saving biain
ther visibly affects the miss rate.

6.2 Comparing with the Optimization-based
Scheme

We now compare our solution with the optimization-based
scheme. Specifically, we compare each of the three mainresig
components, i.e.virtual grid, profiling, and graceful selection
with the corresponding idealized or optimization-basddtsm.

Virtual grid Our grid-based scheme can decouple the
location-dependent coverage and capacity constrainte BBes
are divided into virtual grids so that BSes in a grid can caaeh

Il Grid lllOptimal

[}
=]

N
=)

N
=]

Energy Saving (%)

o

A0

Al

(b) Energy Consumption

B 12 (Km) A2 A3 A4 A1l C1 Bl

(a) Cases
Figure 18: Comparison with the optimization-based schemeni
different cases: Ao — A4 with sparse deployment,B; — Bs with
dense deploymentA:, Ci, B: are 3km x3km areas with vary-

ing density.
AO [ AL A2 [ AS] A4 [ CL ][ BL] B2 | B3
#BS 5 9 14 | 28 | 54 18 || 67 | 54 | 64
Grid(%) | 29.8 | 30.8 | 235 | 26.4 | 26.9 || 32.5 || 484 | 49.1 | 47.0
Opt(%) | 30.0 | 39.1 | 32.0 | 33.6 | 32.5 || 42.2 || 56.7 | 57.6 | 54.0
A(%) | 02 | 83 | 85 | 62 | 56 || 97 || 83 | 85 | 7

Table 7: Energy consumption using virtual grid and optimiza-
tion scheme in different cases.

other, and each grid then makes decision independentlydmse
capacity requirement. We now compare our grid scheme with
the optimization-based approach, given the same traffit. |d&e
optimization-based scheme used in our evaluation, usés-force
search to select the BSes that consume minimum energy veltile s
isfying both capacity and coverage constraints. The exhaus
search offers an upper bound for energy savings, even cechpar
with other optimization-based solutions in the literat{irg, 16].

We compare both schemes in sub-regions of different area siz
and different deployment density in RegionA40 — A4 for sparse
deployment,B1— B3 for dense deployment, antil, C'1, B1 have
the same area size but with different deployment densitshasn
in Figure 18(a). Figure 18(b) plots the energy-saving peame
using our grid scheme and the optimization-based solutiom-
pared with the All-On option (i.e., all BSes are on). Tablelsba
lists the energy-saving gains by both schemes in each gjitmre
These results show that the energy-saving gap between loemsc
and the optimization scheme is not big, less than 10% in all th
cases. We also make interesting observations. When theiaesa
small, the performance gap also tends to be small. This Busec
that the optimization-based scheme does not have much reom t
improve via joint (cross-grid) coordination. As the arezesjrad-
ually increases, the optimization scheme has larger spaop-t
timize, thus exhibiting larger performance gap. Howevenew
the area size further grows, the gap saturates since theytepht
density now becomes the limiting factor. The optimizatioheme
mainly exploits the local deployment redundancy to imprasge
power-saving gain. It may turn off more BSes only if each doze
off BS can be covered by several active ones. But this rechayda
is ultimately decided by the local deployment density, ahigal-
ways bounded in reality. Therefore, the optimization sohean-
not yield larger gain as the area increases further. Theafuedtal
reason is that, energy savings are ultimately decided by ded
ployment density, capacity and coverage. No matter whatraeh
we use, the selected BSes only work with their inherent deplo
ment and coverage proximity. As long as the deployment tensi
is bounded, the gap between different schemes is also bdunde

Profile We use traffic profiles rather than runtime traffic to
guide our BS activation and deactivation. The traffic profie
proximates the traffic envelope. It is inevitable to ovareate the
runtime traffic, and tends to turn on more BSes occasionallg.



compare the energy-saving percentage using our schenex(bas
traffic profiles) and the one based on runtime traffic. Theltesue
plotted in Figure 19(a). Our scheme yields 52.7%, 46.6%8%0.
and 23.4% of energy savings in Regions 1-4, respectivelgreds
the runtime traffic yields 57.1%, 49.8%, 35.3%, and 26.0%pee-
tively. Their saving-gain difference is between 2.6—4.5Phe re-
duced energy saving due to the profiling scheme is small %%.5
due to two factors. First, our traffic profile estimation offean
accurate traffic upper bound estimate, thus leaving litienr for
capacity waste. Second, not all the overestimate lead te @mor
tive BSes. Each BS capacity is typically a discrete valueraagl
have spare room to accommodate the overestimate incurrdaeby
profiling scheme, thus avoiding more BS activations.
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Figure 19: Comparison of our scheme and other designs on
energy saving: (a) using real-time traffic; (b) disabling snooth
selection.

Graceful selection  We also compare the graceful selection
with another solution alternative on energy savings. Taicedhe
frequency of ON/OFF switches, our scheme selects the d88es
from those already active ones. However, our scheme maytdead
retaining unnecessary BSes active or not selecting theenesgy-
efficient BSes. We compare the energy savings using our schem
(via smooth selection) and the option that disables smosltcs
tion. Figure 19(b) shows the energy-saving percentage tf bo
schemes in four regions. The scheme without smooth sefectio
yields energy-saving gains of 52.8%, 47.2%, 31.2%, and®23i4
Regions 1-4, respectively, leading to 0.1-0.7% differsrioesav-

ing gains compared with our scheme. The energy-saving tieduc
due to smooth selection is thus negligible (<1%). The reé&stimat,

in rare cases, the traffic envelope is not monotonicallyeasing.
Therefore, the chance is slim when switching off some BSas th
are already on for a short time and again turning them on. l&ter
summary, our smooth selection has little negative impacemn
ergy savings, while ensuring the simplicity of smooth BS ORF
operations.

6.3 Impact on Clients

Our scheme does pay a cost to achieve energy savings on th
infrastructure side. It will increase transmit power aenti de-
vices when sending uplink data traffic during idle hours (sate
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Figure 20: Transmission range change in Regions 1 and 4.

Region 1 Region 2 Region 3 Region 4
70th | 90th | 70th | 90th | 70th | 90th | 70th | 90th
4AM | 588 | 920 | 728 | 991 | 310 | 823 0 749
10AM | 64 | 329 [ 46 | 159 0 329 0 281
4 PM 0 297 0 0 0 17 0 0
10PM | 92 | 401 [ 176 | 486 0 341 0 600

Table 8: Impact on mobile users. The values indicate the BS-
to-client distance (m).

saving scheme. Assume uniform distributions for users @irth
original BSes. Users also associate with their closesta@s.
Figure 20 plots the BS-to-client distance change over timisvb
regions. We see that during daytime, more BSes are activéhand
distance change is negligible. At night, the distance mayeiase,
e.g., up to 1 Km for 10% clients in Region 1. Table 8 shows the
distance change fai-th user at a specific time in four regions; it
shows that the affected number of clients is still under i@nt

6.4 Evaluation Summary

The real trace-based evaluation validates our power-gadhu-
tion and shows that significant energy-saving is feasitlgields

up to 52.7% savings in a dense area, and 23.4% in a sparse area.

Savings are more significant during night time, e.g., up 8.7&nd

1 or 2x larger than those during daytime in all regions. Evenr d
ing daytime, 20-40% savings are possible by exploiting t@alp
spatial multiplexing gains. The traffic miss ratio is alspk®wer
than 0.1% in the worst case with having the appropriate numbe
of BSes (15-40%) switch on/off at most once during each 24-ho
period. Evaluations on various parameters also confirmotinago-
lution is readily applicable to various practical scensridor the
tradeoff between power-saving gains and the miss rate ahanse
can achieve high power savings as well as low miss rate,less.,
than 0.1% in our solution. Compared with the optimizati@sdxd
exhaustive search, our solution achieves effective poasgngs in

a simple and practical manner, while keeping the gap less1bo

ein all tested scenarios. On the downside, our scheme may iimcu
creased energy consumption on the client side, but onlygtnki
traffic and mostly during light-traffic night time.

evenings or weekends). In our scheme, when the closest BS pow

ers off, a mobile client will migrate to an active but dist&8, thus
incurring additional energy fauplink transmissionsHowever, its
impact on the client device is not as severe as it appearst, Fir
the uplink traffic volume is far less than the downlink, whish
dominant. The uplink-to-downlink traffic ratio is about lr8the
Internet, and 3G networks have similar ratios observed foom
traces. Second, the transmission range-extended BSesrarepe
tually equivalent to the BSes deployed in rural areas, whiave
larger coverage. Current client devices do not seem to epey
severe energy penalty in rural areas. Finally, mobile usersnore
likely to be uniformly distributed around their serving BS& here-
fore, only a fraction of users will increase their power faliok
transmissions, as shown next.

We quantify the change in transmission range due to our power

7. RELATED WORK

Energy efficiency in cellular networks has been an active re-
search area in recent years. Many existing studies focus@n t
client side [6,7,27], thus complementing our effort. Weuson
the cellular infrastructure side. The overall solution@aghes can
be classified into two categories: improved component telclgy
and dynamic cell management.

The first approach is to improve energy efficiency of varioGs 3
components, including more efficient power amplifier [L8BUBs
with standby mode [14], and optimized cooling [12]. Theskiso
tions focus on individual component technology and can watk
our scheme. C-RAN [19] proposes to use a cloud-based acehite
ture for energy savings. It deploys RRUs in the field but agafes
all the BBUs into a data center, which uses centralized ngaind



traffic management to be more energy efficient. C-RAN saves sy

tem energy but requires an overhaul of current 3G infratirec
Our design is a near-term solution to the deployed 3G network

The second approach is to adjust the cell size while turnfiig o

idle BSes. Our proposal also conceptually belongs to thegcay.
Current work mostly focuses on the theoretical side by segto
solve various forms of optimizations [9, 11, 16, 21, 28]. Sfie
cally, [21] studies the optimal time to power off BSes by asslg
that all BSes power off simultaneously. [11] formulatesdpé&mal
user-BS association as a binary integer programming prat{lg)
studies the cell-size optimization given the traffic loa2B][ad-
dresses a cost minimization problem that trades-off beivese
ergy efficiency and flow performance, and [16] formulatessiba
power assignment problem for a specific time interval. Ourkwo
differs from all these studies in several aspects. Firstuseereal
traces and measurements, taken from operational netwarkse
design and evaluation, without making idealized or sintiglias-
sumptions. Second, we take a novel, grid-based profilingoagb,
which is distributed rather than centralized. Third, weleitpnul-
tiplexing gains to improve energy savings while early stsdilo
not. Finally, we identify and assess various practicaldiecig-
nored by early studies in the power-saving operations.

Various energy-efficient techniques have been proposedttier
networks, e.g., data center networks [8, 29], the Interhé} &nd
WLANSs [20].

centers and the Internet [8, 17, 29], cellular networks lgixhi
location-dependent non-energy-proportionality. Coregdawith
WLANS [20], cellular networks have different deploymentnéde
sity, node capacity, traffic patterns and power models. Thegot
leveraging multiplexing for power savings. Our grid-basdeh is
conceptually similar to GAF [30], which is proposed for emer
efficient ad-hoc routing. Another recent work [24] also $tsd
cellular traffic dynamics, whereas our primary goal is toigies
traffic-driven scheme for power savings. The traffic findirge
similar, while our traces are also more recent and last longe

8. CONCLUSION

Energy-efficient design has long been an active researehimre
mobile networks. However, this problem is relatively unasdded

on the 3G infrastructure side, which consumes 99% of overall

network energy. In this paper, we propose a location-degand
profile-based solution, which yields up 5@.7% savings in dense
city network, and23.4% in a mid-sized city with sparse deploy-
ment. The key insight gained is to leverage traffic diversityl
near-term stability both in time and over space, thus eXphtpi
temporal-spatial multiplexing to save more energy. In tksigh
process, we trade performance increments for simpliaitythat
we always retain simple operations rather than squeezg éiter
of possible gains. Instead of taking the popular optimaratiased

approach, we seek to design practical schemes that will \work

reality. In a broader scope, our solution explores to buildrgy-
proportional 3G networks using legacy non-energy-propoat
base stations.
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