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Abstract—Cognitive radio technology holds great promises in interfering co-existence with higher priority users andish
enabling unlicensed operation in licensed bands, to meet ¢h reduce concerns of a general allocation to unlicensed use.
increasing demand for radio spectrum. The new open spectrum  pasearch on cognitive radio networks has mainly focused
operation necessitates novel routing protocols to exploithe . . . .
available spectrum opportunistically. In this paper we present on_spectrum sensing, management and sharing functi@saliti
SAMER, a routing solution for cognitive radio mesh networks Which are handled by PHY and MAC layers. IEEE 802.22
SAMER opportunistically routes traffic across paths with higher [2] is developing a point to multipoint fixed wireless access
spectrum availability and quality via a new routing metric. It  network standard intended to operate world wide in the whuse
balances between long-term route stability and short-termoppor-  gagments of the terrestrial TV broadcast bands, and it is the
tunistic performance. SAMER builds a runtime forwarding mesh first standardization effort to define unlicensed operation
that is updated periodically and offers a set of candidate rates p
to the destination. The actual forwarding path opportunisically ~the TV spectrum. DIMSUMnet [3] and DSAP [4] are two
adapts to the dynamic spectrum conditions and exploits theink  cognitive radio architectures that assume a central clieitito
with the highest spectrum availability at the time. We evaliate |egse spectrum to users, while KNOWS [1] is distributed and
SAMER through both analysis and simulations, and show that - ,5e attractive architecture for cognitive radio mesh oeks.
it effectlvely exploits the available network spectrum andresults H th bl f tina in CORNET has b | |
in higher end-to-end performance. owever the probiem of routing in ! has been largely

Index Terms—Cognitive Radio, Spectrum Aware Routing unexplored. In this paper, we study routing over cognitive
radio based, static multihop wireless networks.

There are mainly two new issues with routing in CORNETS.
First, the concept of "channelization”, which serves as the

The pervasive adoption of wireless services (wireless LANasis for recently proposed routing metrics over wirelegshm
wireless mesh networks, Bluetooth) that operate in uniedn networks (e.g., ETX [16], WCETT [7], CAM [10]), is no
bands such as the 2.4 GHz and the 5 GHz ISM bands, Hasger valid. The radio spectrum is dynamically sensed and
increased the demand for new spectral resources and maliged based on current availability and utilization. Tefere,
flexible and efficient use of spectrum. Meanwhile, according there are no static channels any more in CORNETs and
Federal Communications Commission (FCC) ([28]), there atlee routing metrics defined over each static channel need to
intense temporal and geographical variations in the atitin be adapted. Second, to handle the dynamic variation in the
of the licensed spectrum, range frot%% to 85%. For added dimension of spectrum, routing over CORNETS have
example, the average utilization of the licensed spectiivf) ( to balance between long-term (say, over 10s of seconds time
broadcast was as low asl% in 2004 [26]. What is clearly scales) route stability and short-term (say, from 10s tos100
needed is an extension of the unlicensed usage to licensédnilliseconds time scales) opportunistic performancesM
spectral bands, while accommodating the present users vexisting routing protocol operations over mesh networks do
have legal rights to use this spectrum. As the first step, flsédenot handle both issues.

Communications Commission (FCC) has already announced dn this paper, we propose SAMER (spectrum aware mesh
new policy of regulating the frequency allocation whictoals routing), a new routing solution for CORNETSs that addresses
unlicensed operation in the so-called "white spaces”, i.daoth above issues. The design of SAMER seeks to utilize
spectrum blocks/slices not actively being used by the fiedn available spectrum blocks by routing data traffic over paths
operators (e.g., TV broadcasters), within the TV broadcasith higher spectrum availability. In SAMER, routes with
band [26], [29]. To meet the new requirements, Cognitiveighest spectrum availability are selected as candidatese-
Radio Technology has been developed which is able to sefiee, SAMER computes its long-term routing metric based
the spectral environment over a wide available band and ume spectrum availability and is more or less a "least-used
the spectrum only if communication does not interfere withpectrum first” routing protocol. Moreover, it tries to bate
licensed primary) users. Thus, in Cognitive Radio Networksetween long-term route stability and short-term routdquer
(CORNETS) the unlicensed low prioritysécondary users mance via building a runtime forwarding route mesh. Once
will be using cognitive radio techniques, to ensure nom route mesh that offers a few candidate routes is computed,
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the runtime forwarding path is determined by instantaneous

spectrum availability at a local node. This may lead to ﬁ

short-term opportunistic performance gain. Our analysid a

simulations confirm the effectiveness of SAMER. We show

that, under mild long-term spectrum conditions, SAMER can

achieve optimal spectrum aware routing. —>
The rest of the paper is organized as follows. Section Il Time

describes the overall system model for SAMER, and section

[l elaborates on new issues of CORNET routing. Sections IV

and V present the design of optimal spectrum aware routing

and SAMER. Section VI provides simulation evaluations whil

in section VIl we discuss issues related to our protocolaliym

section VIII compares SAMER with the related work and

section IX concludes the paper. A distributed cognitive radio architecture like KNOWS [1]

implements the functionalities described above.

Frequency

[l Usage from primary users

Il Spectrum blocks

Fig. 1. Spectrum allocation matrix.

Il. SYSTEM MODEL

In this section we provide an overview of the assumptions'!!- ROUTING IN COGNITIVE RADIO MESHNETWORKS

for the basic functionality of the underlying PHY and MAC The intense spectrum dynamics of cognitive radio systems,
layers. make routing a very challenging and yet unexplored problem.
We consider an underlying distributed cognitive radio archThe most challenging issue for a routing protocol in CORNET,
tecture where PHY and MAC layer platforms work in conceis the effective utilization of the available spectrum. het
to provide collaborative spectrum sensing and adaptive- mdallowing section we discuss the limitations of currenttiog
agement and sharing mechanisms. Using collaborativerggnsnetrics to utilize the available spectrum in CORNET, we
mechanisms cognitive radio users exchange messages abdtdduce the idea of spectrum aware routing and we argue
their local view of the spectrum, and they can more effetitivethat PHY, MAC and Network layers must work in concert,
detect the primary users. Adaptive spectrum management amagchieve optimal routing. From now on, we define optimal
sharing mechanisms dynamically adjust the available sp@ct routing in terms of 1) hop count (an optimal path must be
blocks to the unlicensed users. close in length to the shortest hop-count path), 2) enditb-e
In a cognitive radio environment, each node individuallthroughput and 3) spectrum utilization (an optimal path imus
constructs a spectrum allocation matrix, which captureh baexploit all the available spectrum).
the operations of the licensed spectrum users, and the sec- ) ,
ondary user activities. Figure 1 shows a snapshot of a spactr™ Why we need a new routing metric?
allocation matrix. A spectrum block is a slice of the avaéab There are many routing metrics that have been used in
spectrum determined by the MAC and PHY layers and caingle channel wireless multihop networks. Hop-count- per
be specified as a frequency intervdl, fo + Af) and a time hop Round Trip Time (RTT) [6], per-hop Packet Pair Delay
interval (to, to + At). The bandwidth and the time duration(PktPair) [15] and Expected Transmission Count (ETX) [16],
of each spectrum block are tuned according to the perceive@ some of the most popular metrics. These metrics being
contention intensity and the total available spectrumuess. designed for single channel networks, cannot be applied
Local spectrum availability at a nodedepends not only without modifications to either dynamic or static spectrum
on the interferenceé perceives from the primary users, bugenvironment.
also on the number of requests from the secondary users foMultiradio technology offers promising avenue for improv-
the allocation of the available spectrum. Two communigatiring the capacity of multiradio wireless networks ([5], [6])
nodes have first to contend for spectrum access. The camtenby enabling nodes to transmit and receive simultaneously
can take place in a control channel in unlicensed bands. Ttheough channels that operate on different frequency hands
spectrum block that will be used for the packet transmissiorwith different bandwidth, range, and fading charactesssti
can be decided by a handshake procedure between the seBitggle radio metrics have been enhanced to utilize higher
and the receiver. The spectrum that the communicating nodgectrum availability, and to encourage channel diverigity
are allowed to utilize depends on the spectrum availabilirder to achieve lower levels of inter/intra path interfere.
as defined above. The reservation can be announced onWeighted Cumulative ETTWCETT), Metric of Interference
control channel to inform neighboring nodes for the spautruand Channel-switchingMIC) and Channel Aware Multipath
usage. Because the spectrum block that will be used for paci@AM) metric presented respectively in [7], [9], [10], have
transmission is decided locally according to: 1) availableeen designed for multiradio networks and are based on
spectrum, 2) instantaneous contention intensity, and 8j usxpected time of a packet transmission (ETT). ETT (presknte
traffic demand, the routing protocol cannot pre-specify the [7]) considers: 1) the number of retransmissions regiiioe
interfaces that will be used across the path from source gend unicast packets across a channel by measuring the loss
destination node. rate of broadcast packets, and 2) the bandwidth of the channe



As ETT is widely adopted, we use it as a reference. Although flow 1
these metrics operate in multi-channel environment, tteeh flow | g
some limitations when applied in cognitive radio enviromtse fow 2
for two major reasons::
1) Static multi-channel vs Dynamic spectrum environment
Multiradio metrics have been designed to operate in a static
multi-channel environment. In multiradio networks the iava
able radios in each node are fixed during the network deploy-
ment. As the channel environment is static, a path is defined
as a sequence of interfaces (channels) from a source to a ) .
destination node. The multiradio routing approaches audre Let's consider the network of figure 2, where source node
the issues of intra/inter path interference by explicithfiding S can reach the destination nofleacross two non-interfering
the sequence of channels to the destination, focusing on 8AthsS —W — D andS — Z — X — D. We assume that the
couraging channel diversity. On the other hand in CORNET&P€ectrum blocks; available at a node are different. Node
the frequency band that will be used for packets transnrissiBaS two spectrum blocks available = 8Mbps and by =
is decided locally according to spectrum conditions, arel tH0Mbps, while Z, X have b, by, b5 = 6Mbps. Source and
routing protocol cannot pre-specify the spectrum blockat thdestination nodesS{ D) have all the spectrum blocks available
will be used across the path from source to destinatioft.—5-
Basically, a path in cognitive radio is defined as a sequefice o!n the beginning of the scenario we assume that only one
nodes from source to the destination, while two nodes can #w (flow 1) is routed fromS to D acrossS — W — D. The
considered neighboring when they have at least one specti@imum throughput achieved &s\/bps. After some time,S
block in common. As a result, intra/inter path interferend@itiates also flow 2 towards). ETT metric will favor path
cannot be handled explicitly by the routing protocol, bugena S — W — D for flow 2, as it is shorter in hop count with
to be addressed by the underlying protocols. For the safigher bandwidth spectrum blocks. As a result ETT will lead
reasons, we cannot pre-compute interference patternsgaméshunbalanced load distribution as all traffic will go thréug
neighboring nodes. For example MIC metric ([9]) capture® — W — D path. The maximum throughput in that case for
inter-path interference by having each nad® keep the set €ach flow is4Mbps.
of neighbors {V;(¢)) that it interferes with when it transmits ~ The idea behind the spectrum aware routing is that it must
on channele. In multiradio networks the sedV;(c) can be adapt to spectrum availability dynamics as defined in the
estimated when the network is established, while in CORNEP§evious section. In the example of figure 2 the aggregate
this is not possible as the spectrum availability changes wPandwidth between every pair of nodes (the sum of the
time. bandwidth of the available spectrum blocks) &V bps. When
2) The concept of spectrum availabilitfRouting in cogni- traffic of flow 1 is routed througl’ — W — D, the spectrum
tive radio networks is a two dimensional problem as it hagyailability of this path will be reduced and the spectrum
to address1) Spectrum quality, an@) Spectrum availability. aware routing protocol should send the traffic of flow 2 across
Spectrum quality refers to different characteristic ofagpum S — Z — X — D. This results in traffic load distribution
block such as bandwidth, error rate, and path-loss. SpactrBetween the two different paths, and leads to higher end-to-
availability between a pair of nodés ;) is determined by two €nd performance as for flow 1 throughput will B&/bps and
factors: 1) the number of spectrum blocks and the aggreg@e flow 2 will be 6M/bps.
bandwidth acros$i, j), 2) how much of this spectrum is not Spectrum aware routing algorithm opportunistically reute
used by other secondary users. The first factor dependsd@ia across paths with higher spectrum availability, awhge
the interference that nodes; perceive from the licensed utilization of all the available spectrum.
users. The second factor depends on the traffic load routed
through (i, j). The metrics that used both in single radio ang' A cross layer approach
in multiradio environments address the spectrum quality an Routing solutions in cognitive radio networks that either
not the spectrum availability dimension. For example,@ltth completely ignore short-term local spectrum conditionthey
ETT can be applied in each spectrum block capturing itge based only on these conditions and do not have any global
quality, it does not explicitly consider the impact of camtien view of the spectrum, can lead to sub-optimal routing. hs thi
due to traffic from nearby nodes as it is stated in [7]. section we argue that an optimal routing solution in CORNET
In the following section, we show the need of a newecessitates the collaboration among PHY, MAC and Network
spectrum aware routing approach by presenting an examisigers. A simulation-based comparison between a decoupled

bi:3.4.5

Fig. 2. Spectrum Aware Routing: A motivating example.

routing scenario. route selection and a cross layer routing approach pregente
_ in [12], [13], shows a clear benefit in end-to-end perforneanc
B. Spectrum aware routing for cross layer design. We also make our argument clearer by

In this section we introduce the idea of spectrum awapgesenting an example.
routing by illustrating a simple routing scenario. A routing scenario that illustrates the idea of cross-layer



cost (shortest) paths in terms of positive link weigtlg;
which reflect spectrum availability.

We formulate our problem as a Dual Linear Programming
problem as presented in [17]. The background of dual linear
programs which can be found in [22], [23]. Before we go on
with the proof, we introduce some basic notations. tebe
the capacity of a spectrum bloéke B;, whereB; is the set
of the spectrum blocks available at a nodat timet. The
link capacity between a pair of nodés j) can be defined as
Cij = ZbeBmBj Cb-

Fig. 3. Cross-layer routing LetT be a traffic matrix where entt¥(s,, t,,) = d,- denotes
the average intensity of traffic entering the network at ésgr
routers, and exiting at egress router for a commodityr €

approach is shown in figure 3. In this scenario nodes impl&. Moreover, X7, is the fraction of traffic for commodity:
ment cognitive radio functionality and the link weights eefl  that flows through link:, j). Spectrum utilization across a link
both spectrum availability and quality. Source and destna (; ;) can be defined as;; = % whereY” pd, X/,
nodes areS and D respectively. Firstly, let's consider thatis the sum over all demands of the amount of flow for that
route selection and spectrum management are decoupledi@hand which is sent ovét, ;).

described in [12] and that each node selects its candidateognitive radio network can be modeled as a directed graph
forward@ng node using hop count (the best candidate is the _ (V,E) with v =|| V | mesh routers and =|| E |
forwarding node across the shortest hop-count path). I8 cgfirected links. We formulate the problem of the minimizatio

that the hop-count is the same for all the candidate forwardinf spectrum utilization as a linear program (primal LP):
paths, data is forwarded over the link of the smallest weight

In this routing scenario, in the first step of the algorithre th ~ ™min > ; ;e p iy O min} . yep > ep dr Xy (1)
only candidate forwarding node i, asC' is on a longer path

. ) subject to
towardsD. ThensS will route its packets across— A—B—D
towards the destinatio® ignoring the high cost of its links. 0 i% sp,tr(3)
Let's now assume the opposite forwarding approach whepe.i.jye e Xi; — 2ojiier Xgi = § 1 i =sm(ii)  (2)
routing is handled by the MAC layer and where a node reRr
opportunistically forwards data across links with maximum S en Xt < Cij, (i,5) € E (3)
available spectrum and quality (links with low weight). To 0< X[ < f (i,j) € E,r € R (4)

avoid deviating too much from the shortest hop-count péih, t ) _ ) ]
next hop must be in a path which is at mestops longer from ~ Where X7, as we mentioned above is the fraction of traffic
the optimal. In our example (figure 3) we consider= 1. for commodityr that flows through link(, j). The constraints

In this caseS has two candidate forwarding nodds C. The in (2) are flow conservation constraints. TR€) constraint
MAC layer is going to forward the packet 10 as theS — C' Says that_the traffic flowing into a node has to equal the
link is better. Node” has also two candidate forwarding node§affic flowing out of the node for any node other than source
A, F and is going to pickF for the same reason as beforeand destination node for each demand. The consti{t
The final path is goingto b8 —C — F — Z — X — E — D basically says that network flow out of the source is

which is sub-optimal both in number of hops and in spectrum Solving the primal linear program (e.g. using classic Sim-

quality and availability. plex method [23]) we get the optimal solutidnX/; } which

In cognitive radio routing a cross layer approach must [§8ves an optimal route or a set of routes (splitting) for each

with routing mechanisms. proportions according to which the traffic between the seurc

and the destination nodes should be distributed acrosgaheult
paths.
To prove that optimal routes can be reproduced as minimum
The objective of spectrum aware routing is to opportunisttost (or maximum spectrum) paths, we formulate the dual
cally route data packets, across paths with under-utilgpext- linear program as defined in [17]:
trum, avoiding congested (in terms of spectrum availapilit
areas. To achieve this goal, spectrum aware routing must be ~ ""*%* 2reriev @UL =2 er CisWis (5)
optimal in distributing traffic according to the availablees- subject to
trum resources. We formulate this problem as minimizatibn o o
the spectrum utilization between every pair of nodeg). In Uj —U <Wi;+1,VreR, (i,j) € E (6)
this section we will prove that routes which minimize speuatr Wi 20
utilization (optimal routes), can be reproduced as minimum Ug, =0

IV. OPTIMAL SPECTRUMAWARE ROUTING



Let the optimal solution for the dual program Hé/'} approach is not easy to be applied in mesh networks. For-
and {W;;}. If we view {W;;} as constant{W;; + 1} can mulating the linear program, requires centralized knogted
be considered as link weights. For simplicity, we considef the traffic demands between each source and destination
w;; = {W;;+1} as the weight of the linki, j) wherew,;; > 0 pair. However traffic demands change very frequently and
as Wij + 1 > 0. In addition, the optimal solution of the dualare difficult to acquire. Moreover, the solution of the linea
program{U!}, can be viewed as the length (the sum of linbrogram requires the ability to split traffic arbitrarily ang
weights) from source,. to a nodei. all paths between a source and a destination, which is hard to

By applying the complementary slackness theorem we gathieve in reality since it introduces high complexity il

routing mechanism and may also cause out-of-order delivery
Lemma If P. is an optimal route determined by theof TCP traffic [21]. As these optimal routes are reduced to
X, values, then for every linki, j) € P. if XJ; > 0, then positive link weights which reflect spectrum, heuristicatth
Ul = U = wi;. capture spectrum availability must be designed.

As X/ represents the spectrum utilization in terms of V. SAMER DESIGN
traffic routed acrosgi, j), weightsw;; reflect the spectrum
availability between a pair of node§,;j), so small w;; In this section we present SAMER, a routing protocol for
implies high spectrum availability. In the following th&mn cognitive radio mesh networks, whose goal is to opportunis-
we prove that optimal routes derived from the primal lineafcally utilize the spectrum in the network, by routing fraf
program can be reproduced as minimum cost paths WiRross paths with higher spectrum availability while at the
respect tow;;. Notice that the cost of a patlf in terms same time it achieves long-term stability by not deviatirapf
of spectrum availability is equal to the maximumy; for the shortest hop-count path. We show that by exploitinghail t
(i,j) € P, as the spectrum availability across a path igvailable spectrum, SAMER can achieve eventually high end-
determined by the bottleneck link (link with lowest speatru to-end performance.
availability). SAMER builds a forwarding mesh which is adjusted pe-
] riodically according to the spectrum dynamics, and oppor-
Theorem Let P be a path froms, to ¢, and for every link nistically routes packets across this mesh. The mesh is
(i,j) € P, Uj =Uj = wy;. Then P is the minimum cost path centered around the long-term shortest path (in terms of hop
with respect to link weightgw;; }. _ , count), but opportunistically expands or shrinks periathjcto
Proof: Firstly let's consider thap; with 0 < j < n are gyp|oit spectrum availability. In short, SAMER takes a tiier
the nodes of the pati® = po, p1, ..-pn—1,pn Whereépo = s-  routing approach and balances between long-term optimalit

andp, = t,. Then we have (in terms of hop count) and shortest opportunistic gain (in
Ur —UT  =wy ., terms of higher spectrum availability). SAMER has main two
P o components:
for0 < j <n.

Dynamic Candidate MeshEvery node in the network
computes a cost to the destinatibn(for each destination
each node computes a different cost). This cost reflects
the spectrum availability of the highest spectrum path
whose length is less thafi hops. Also every node builds

As we mentioned above, in spectrum aware routing a weight®
wp;_,p; fOr 0 < j < n reflects the spectrum availability, and
the cost of the path is determined by the bottleneck link, the
link with maximumw,,. _, ,,.. So the cost of a patR is defined

as: a set of candidate forwarding nodes fy by including
P all its neighboring nodes whose cost Ibis less than a
Cui = maz{tp,1p; Jo<jn thresholdg’ . So 31e mesh is built around the shortest in
Let now consider another patd = zo,21,...2m-1, 2m hop count path and is dynamically adapted to spectrum
wherezg = s, and z,,, = t,.. From constraint (6): changes.
B B o Opportunistic ForwardingSAMER opportunistically for-
UL —UL_ | Sws iz wards packets across the links with the highest spectrum

availability. Upon a reception of a packet a forwarding
node chooses from the links included in the candidate
set, the one with the highest spectrum availability. For
computing spectrum availability we use PSA metric as
defined in section V-B.

which implies thatC}) < CZ. As a resultP is the minimum
cost path or the maximum spectrum path.
[ |

We proved that optimal routes which achieve minimum
spectrum utilization in cognitive radio mesh networks can b
reduced into maximum spectrum paths with respect to a seSAMER succeeds in balancing between long-term stability
of positive link weights. These link weights reflect speniru as the paths to the destination do not divert much from the
availability. shortest path, and short-term opportunistic utilizatidntre

Optimal minimum spectrum utilization can be obtained thespectrum. In the following section we present the building
oretically by solving a linear program, however this theioad blocks of the dynamic candidate mesh.



A. Building a candidate forwarding mesh about the spectrum availability is not very frequent which
r{ﬂeans we have an outdated global view of the spectrum. On
t

SAMER builds a forwarding mesh around the long-ter
¢ d e other hand, the value of hop couHt determines how

shortest path and adjusts it periodically according to spat . . .
dynamics. Using this mesh, it greedily forwards data pack'(IlUCh the algorithm expands or shrinks the forwarding mesh.

across the link with the highest spectrum availability. The !N the following sections we will present PSA, a metric for
forwarding mesh is built by computing for each node estimating path spectrum availability and the algorithrat th

cost Cost;. In the simplest cas€ost; reflects the spectrum W€ USe to compute the cost at a nad@ost;). Finally we
availability of the highest spectrum path whose length & |e€Xplore how SAMER works in the routing scenario presented

than H hops. So it computes all the paths of at méshops N Section I1I-C.
and from these it selects the one with the highest spectrum _
availability (if there is no such path cost is set to infinity)B. PSA metric

The appropriate value faif is a difficult decision. By setting  qtima) spectrum utilization in cognitive radio mesh net-

35”?5‘” value forf we mayd_not d|scohver alLthe,phatg;:O t&yorks can be achieved by assigning positive link weights
estination or we may not discover the patns wit ti- which reflect spectrum availability. Intuitively this careb

A more flexible .cos.t compu_tatlon algonthm that can ada@hcceeded by routing traffic across paths with the most under
to different application requirements is discussed inisact utilized spectrum

V'CZ'tThr? a.!gor?hn; |gcreasgﬂ until |tbf|nds a_td no%eih In this section we present the basic component of SAMER
a cost Wherebost; = Cmas. Umas Can e considere €\which is Path Spectrum Availability (PSA) metric. PSA metri

meX|r?um altl_ovx_/ab:.e cost E)(I) the destmaﬂo;:j. l-_l;(h'st s a c_iogbg used to favor paths with higher spectrum availability and
objective optimization problem as we would fike 1o m'r_“m'.z.%uality. By exploiting under-utilized spectrum, PSA caade
H while at the same time maximize the spectrum availabili

(maximize spectrum availability reflects in minimizing thetz% higher end-to-end performance. To capture spectrunt-avai
cost). In section V-C2 we solve this problem using distriolt ability and quality PSA metric considers: Lpcal spectrum

Bell Ford availability: Spectrum availability at a nodedepends on a) the
eliman rord. . ... number of available spectrum blocksiedand their aggregated
By considering hop-count, we achieve long-term stabilit

Il th did h ds the destinati Yandwidth and b) on how much of this spectrum is not
as all the candidate paths towards the destination, arereeht allocated from secondary users. @pectrum block’s quality

a;outnd ;]he shortte St tff:op—count path. _E’?CGF;t from j:'ta?'m?’he quality of the spectrum block refers to its bandwidth and
shorter nop-count paths consume a minima’l amount o "fiss rate. Loss rate depends both on each frequency band’s
work resources. By considering spectrum availability, \ageh roperties and the interference it perceives from both arym

a global view of spectrum dynamics. In section 1lI-C wi nd secondary users

present examples that illustrate that routing based only o o compute PSA metric we first calculate the probability

local view of spectrum availability can lead to congeste#di h K ssion b i of nod
However we can limit these problems if we have a global®® that a packet transmission between a pair of nodes

view of the spectrum. We realize, that it is very important fo ,7) 1S not successful. The 802.11 protocol considers that

. a transmission is successful, if the packet is also success-
each node to have an updated global view of the spectrlfgn“ K ledaed il al ider th K
availability. ully acknowledged. So we will also consider the packet

T . h di " h s derward loss probability in both the forward and reverse directions
0 sum up, in €ach forwarding step when a NoAerwards -y, , o probabilities are denoted and p, respectively. Loss
a packetPkt towards a destination nod®, it performs the o g -
followi tions: probability pioss iS: pross = 1 — (1 —py) x (1 —p,). Moreover,
0 meg actions- ' Dloss €an be estimated by measuring the loss rate of broadcast
« Action I Nodei computesCost,, for vn € N whereN  packets between pairs of neighboring nodes as proposed in
is the set neighboring nodes ofNode: executes a link [16].

state (e.g. OSPF) protocol so it has all the information 10 | et's also defineT’, as the fraction of time during which

computeCost, er Vn e N. _ _ the node; is free to transmit and/or receive packets through a
« Action 2 Node i adds to its forwarding candidate sespectrum blocks. Respectively[T,, ; is the fraction of time
Candidate; all the nodes: whereCost,, < C. that the nodei has to wait ash is busy. The fraction of

« Action 3 Node: forwards Pkt to the highest spectrumtime 7, includes:1) 7, is the fraction of time during which
availability link (i,n) wheren € Candidate;. Spectrum 5 node; is receiving/transmitting packets for successfully
availability is computed using PSA metric described ifacejved/transmitted packet®) 7; is the fraction of time
the following section. during which a nodei is deferring for transmissions that

In this paper we consider that castis determined by each interfere with it,3) 7. is the fraction of time during which

node separately and it is independent of the flow. The valaenodei experienced packet collisions. So for every spectrum
of C'is a trade-off between long and short term performandalockd, Ty = 1—-T,, = 1 — (T, +T; +1;). All of the required

So if C' value is high, we focus more on short term patinformation (I3, 7;,7. ) can be derived from the MAC layer,
properties. This will be the recommended approach if tled even though most commonly available device drivers do
spectrum dynamics are very intense while the periodic @sdahot export interfaces to higher layers such as the routiperla



for extracting these values, similar information is exgbby C. Cost computation
some wireless cards such as the DARPA GloMo Radio API. .
In SAMER each node has a full topology map and it can

The fraction of timeT’; ;, ; that two neighboring nod€s, j .
1., g 9 €, /) compute a cosCost; Vi € N where N is the set of nodes,

are free to transmit/receive across a spectrum bloadan be o :
o every destination nod®. In the simplest approacld;ost;

different as(i, j) may perceive different interference signa§

both from licensed users and from their neighboring un”_eﬂects the spectrum availability of the highest spectrthp

censed users. However in many cognitive radio applicatioﬁs\’vhose length is less thaff hops. Spectrum availability
(cognitive radio networks in TV broadcast bands) the traasmaCroSS @ patiP’ can be computed using the metdeSAp.
sion power of licensed users is very intense and their signg°. || PEween every pair of nodes, j) we assign a weight
provide coverage areas with much greater radius than RE A7) the spectrum availability fo_r a pat W'", be
transmission capability of unlicensed wireless devicettgo ©°4r = min{SThr; )} jep according to the definition
availability of a blockb (the time thab is not allocated by the in the prewoug section. ) _

licensed users) between two neighboring noties) can be I.n th|s sec_tlo_n we describe cost compl_Jtanon as d_ouble
considered equal. Although the availabilitylofan be consid- Objective optimization problem where we increas until
ered equal, the contention from the unlicensed nodes ireraft¢ find at nodei a cost whereCost; < Ciaz. In the

is different, so we consider that;, = min{Ts., Tss,} followmg paragraphs we discuss the ad\_/ertlsemgnt of liates
(this information can be derived from the MAC layer protgcol iInformationSThr(; ;), the cost computation algorithm and the
The throughput that can be achieved between a pair of nod&&€ of Crnaz.

(i,7) across a spectrum blogkwill be formulated as : 1) Advertisement of link state informatioihe Smoothed
Aggregate Throughpu§Thr(; ; assigned between every pair
of nodes(i, j) need to be advertised across the network, so

B, is the bandwidth ang;,.. ;, the loss probability of the that each mesh router can comp#&Ap for a pathP. As

Thrijye =T X Bup X (1 = Ploss)

spectrum block. energy consumption and limited processing power are not an
The aggregate throughput between a pair of neighboriiggue in wireless mesh networks we consider that SAMER uses
nodes(i, 7) is given by: an extended OSPF mechanism for link state advertisement,

Thri iy where each mesh router maintains an updated database of
Thr ;) = Z ay X TJ the network topology, including the current statel ir(; ;)
beBiNB; TATLRT (i,5).b of each link. To have a consistent global view of spectrum
wheremaxzThr; ;) , is the Thr(; j , When pioss, = 0 and _dynamics,_ every n_ode'a mu_st updatePSAp (and as a result
T;, = 1 and B; are the spectrum blocks available at a nodE C'osti) in short time periods. The frequency of OSPF LSA
i. In addition each spectrum blodk is assigned a weight UPdates, is based on a tolerable corresponding load on the
a, wherea, < 1 for every spectrum block. This weight isr]etwork. A different approa_ch |s,.|nstead of sendmg peciod
determined by the physical characteristicé oflany different link state updates we can trigger link state advertisenmanis
parameters define the quality of each spectrum band such™$n there is a significant change in the valueSathr; ;)
the interference level, channel error rate, path-loss, lyer Since the last advertisement. We plan to compare thesengptio
delay. Moreover two neighboring blocks in terms of frequendn future work.
may be not completely non-interfering. The weightcan be ~ 2) Cost computation algorithmCost computation problem
used to capture all these different spectrum propertiessille is a double objective optimization problem as we would
explore these characteristics in future work. So from now dike to minimize H while at the same time maximize the

we will considera;, = 1 for every spectrum block. spectrum availability (maximize spectrum availabilityfleets
The Smoothed Aggregate Throughpbetween a pair of in minimizing the cost). Nevertheless because of the specifi
neighboring node$:, ;) is defined as: nature of the two objectives being optimized, the compyexit

the above algorithm is competitive with even that of staddar
SThrj) = a x SThrgj) + (1 — &) x Thrg,g single-objective algorithms.The Bellman-Ford (BF) shett
For a pair of neighboring node@, j) the SThr; ;) is the path algorithm is the excellent candidate for cost compmrat
smoothed aggregate throughput which reflects both ourmturras it can be easily adapted to compute paths of maximum
view and statistical information about spectrum availapil available spectrum for all hop counts. It is a property ofe
For our simulations we consider= 0.4. algorithm that, at ith — th iteration, it identifies the optimal
The Smoothed Aggregate Throughput can be assigned asnaximum spectrum availability) path between the sourak an
positive link weight. Path spectrum availability acrossaihp each destination, among paths of at mistops. Specifically,
P is defined as at thekth (hop count) iteration of the algorithm, the maximum
. spectrum available to all destinations on a path of no mae th
PSAp = min{SThri.j}.jep k hops is recorded (together with the corresponding routing
Spectrum availability for a patl# is considered the mini- information). The algorithm terminates, when it provides f
mum Smoothed Aggregate Throughput férj) € P as this all destinations, the path with the smallest possible numbe
link is going to be the bottleneck which affects the wholeéhpatof hops which satisfy the constrai6tost < C,,... This path



is also the one with the highest spectrum availability among 1
all the paths with at most these many hops. This is because . .
for any hop count, the algorithm always selects the one with ;
maximum spectrum availability. The pseudocode and the date Sos -
structures of the algorithm are presented in the appendix. & |---====—==7""""
A crucial issue is when to invoke the cost computation
algorithm. One approach is to trigger a computation for each oz - - ~Hop Caurt
new request for packet transmission which however can be ? —PsA
very computationally expensive, In our evaluation we adopt % i o r
the pre-computation apprqach where costs are pre-computed (@) Link Utilization (b) TCP Throughput
to all destinations periodically. As a future work we will
explore how SAMER will perform if cost information is morerig. 4. Link utilization and throughput performance of 3 routing
frequently updated. metrics
3) The parametet’,,,.: The maximum allowable cost to

the destinatiort,,, . has the same meaning as the upper bound

Utilizatio
o

Throughput(packets/sec)

malize Linl
o
=

Metrics Min. Max. | Mean | StdDev
Hop count| 0.489 | 1.0 0.537 | 0.102

of the cost used to select candidate neighbors (value C in ETT 0.001| 1.0 | 0.807 | 0.243
section V-A) and it is a tradeoff between short and long term PSA 0811] 1.0 | 0.893] 0.032
performance. S@,,., should be set equal ©. If C,,4, > C TABLE |

the node may not be able to find candidate nodes to furth&N., MAX., MEAN AND STANDARD DEVIATION OF NORMALIZED LINK
forward the data. Based on tldenazy C ValueS we can eaS”y UTILIZATION OF THE 3 DIFFERENT ROUTING METRICS
enchance our solution to guarantee robust data delivery and

support for differentiated services (see [24]). The study o

these mechanisms is out of the scope of this paper.
data if they have at least one common block available. Each

D. SAMER in an example routing scenario time ¢ a spectrum block at a nodeis allocated by a primary
In routing scenario presented in section 11I-C (figure 3), wiser with probability” (we setP” = 0.1). As it is stated in
showed that routing approaches that decouple Network asFtion V-B this assumption is not true in some applications
MAC layer can lead to sub-optimal routing in cognitive radi@s in CORNET in TV broadcast bands.
mesh networks. Let's consider that in the topology of figure 3 The SAMER was simulated as described in V. We use OSPF
the mesh nodes execute SAMER routing protocol whéris  [25] to advertise link state information periodically, whive
equal to the diameter of the network. In the example topologige the pre-computation approach to compute the coststat eac
except from the link weights, we present also the ¢dstt; hode. For our experiments we sgf¢, . = C’l from a node
for each node and we also consider for every node= 8. i to a destination nodé whereC',  is the maximum cost
In the first round, the algorithm has two candidate forwagdirpath fromi to d divided by two C%’ ., = maxz{Cost'*}/2).
nodesC, A, and because link—C is better, it will forward the Intuitively we pick this value to balance between short and
packet toC.. In the second round; has only one candidate,long term performance. The study of how,... affects
nodeA asCostr > 8. So the final path to the destinatidn, SAMER'’s performance is a part of future work.
will be S — C — A — B — D which is one hop longer than the In the following sections we compare the performance of
shortest path and it has the highest spectrum availability. SAMER using PSA, ETT metric on each spectrum block
with the shortest path (in terms of hop-count) distributed
VI. EVALUATION Bellman Ford algorithm. To evaluate the effectiveness e§¢h
In this section we evaluate the effectiveness of SAMERpproaches, we create intense TCP traffic that is destined to
to 1) distribute data traffic across paths with under-wiiz four nodes located at the edge of the mesh topology. The
spectrum, and 2) improve end-to-end throughput. following results are the average of many experiments.

A. Simulation setup B. Link utilization

We perform our simulations using Qualnet [18]. We ran- We first evaluate the effectiveness of each metric to dis-
domly deploy 52 static equivalent (with the same radio c#ribute the traffic load across different paths to achiewadlo
pabilities) nodes in d500m x 1500m terrain. The available balancing. In table I, we present the Minimum, Maximum,
frequency band has aggregated bandwidth 10Mbps and carMman, and Standard Deviation of normalized link utilizatio
divided by the cognitive radios in 5 spectrum blocks of 2Mbpshile in figure 4a we illustrate the normalized utilizatioor f
each. For simplicity, we assume that these spectrum bloaksery link in the network.
have the same packet loss ratio. A nadsan have from 0 to  From table | we observe that the standard deviation of
5 spectrum block$ available at a time. A spectrum block the link utilization for PSA metric is an order of magnitude
is considered available if it is not allocated from a neigfifigp  smaller than hop count and ETT metric; the difference betwee
node or a primary user. Two neighboring nodes can exchangmimum and maximum link utilization of PSA is much



smaller than the other two metrics. This result shows th@ PS
can effectively distribute data traffic across differerthigaOne TE
interesting observation is that the ETT performs worse than o o Nodel
others metrics in balancing traffic load across differerthpa Lo Nodes
The reason is that ETT favors high quality paths and it does
not explicitly consider the impact of contention due to firaf
from nearby nodes as stated in [7].

Figure 4a shows a detail view of the link utilization for
each link. The sharp curves for ETT and hop-count metric
reveal that many links are either over-utilized or undelized.

Throughput (packets/sec)
S

On the other hand, the PSA metric results in a relatively flat 0 ‘ ‘ ‘ ‘ ‘ ‘ ‘ ‘

. . . . . 30 40 50 60 70 80 90 100 110 120
distribution, which means load is balanced across the rmr&two Number of nodes
C. Throughput gain Fig. 5. SAMER's throughput with node’s density for each a ttestination

In this section we study the end-to-end network throughplTEdes'

and we present our results in figure 4b. Each bar in figure 4b

represents the throughput for PSA, ETT and Hop-countin Iganitive radio networks the routing protocol cannot pre-
scale. In general, PSA and ETT metrics perform better thaecify the interfaces that will be used across the path from
hop count. This is because the hop-count approach considgf§ce to destination node, as the spectrum block that will b
neither spectrum availability nor spectrum quality. Haprt ;seq for packet transmission is decided locally according t
metric does not gon5|der the spectrum dynamics which &Gailable spectrum, 2) contention intensity, and 3) usafficr
resulted from the interference of the primary users and Whigemand. As a result, a routing metric cannot explicitily reds
lead to changes in bandwidth availability. This resultsaw | {hese issues. However we argue that though implicitily, PSA
end-to-end throughput. On the other hand, both PSA and ET1, effectively capture interference. By routing trafficwilo
metrics consider the path quality and choose high bandwid{f;oss paths with higher spectrum availability we increbse

paths. PSA metrics is slightly better (about 0.5% to 6.4%}gpapility that a node across the path will find a spectrum
than the ETT metric as it also explicitly considers spectrup)ock available to serve the flow.

availability in terms of traffic load, so it avoids congesliedts. In our simulations we set in PSA the weight of each

Finally, we _observe that fo_r the destination node 4, a%ectrum block as, = 1. The weighta; captures the quality
the three metrics seem to achieve almost the same throu%(ﬁgctrum block and can be set by the MAC layer. However
performance. After examining the routes of the TCP packefg.qiso captures the interaction among neighboring spectru
the shortest path (in terms of hop-count) is not so congesigdcks (two neighboring spectrum blocks may be not com-
as node 4 is at the edge of the network and it is not greallyately non-interfering). We are planning to explore how th

affected by the cross traffic. . spectrum blocks’ characteristics affect spectrum avaiglin
1) Throughput gain vs Nodes Densite carry another set fyture work.

of simulation to study the effect of varying the node density
on throughput. In this simulation, the simulation settinghe VIIl. RELATED WORK
same as described above (we use SAMER with PSA), excep

. . Existing research on cognitive radios mainly focuses on
we increase the number of nodes progressively.

MAC and Physical layer issues. Various spectrum sensing and
how th hout (in | le) is chandi ith th i k,ﬁﬁc'anagement solutions have appeared in the literature4RB], [
ow throughput (in log scale) is changing wi € networ ﬁ2], [14], [19]; a nice survey of this topic is available i&7].

derPS'W- In all cases we observe a linear increase in thllm“[ghNew MAC solutions and prototype systems are also available
unti t.he node density becomes about 602 Then the Fhrough éj..t ., [1] and the references there). Initial studies thateéne
remains a'”.‘OSt the same. The reason 1s that an Increase, interdependence between route selection and spectrum
nodes density results in an increase in spectrum avatwb'l'management have also been described [12], [13]. However
Hovyever after some point, bandwidth is adequate to serve m%ir approaches are very different from ours. [12] effastgi
tralfnc den:an_ds. PSA i ttoctive than the other t roposes a decoupled method for route selection and spectru
n conclusion, ™ IS more efiective than ne other tw anagement. Route selection is still following the shartes
metrics in Filstrlbut|qg tl’af:fI.C across high s_pectrun_1 auallty path algorithm. Instead, SAMER renovates both the routing
paths and.ln balancing utilization among links. This evaltyu metric and routing protocol operations. The focus of [13}s
leads to higher end-to-end performance. comparisons of layered and cross-layered approaches. RAME
though proposes a new routing solution over a CORNET.
There have been extensive studies on single-channel and
In the derivation of PSA we do not explicitily considemulti-channel wireless mesh networks [7], [9], [10], [10ne
inter/intra path interference. As we state in section II, inof the main contributions of such early work is on devising

VIl. DISCUSSION
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modification needed to support this functionality is sthafgr-
ward. Finally in the pseudocode we use the term "interface”
to define the next hop in the path towards the destination.

Algorithm 1 Bellman Ford Pre-Computation Algorithm
Input:

V' = Set of vertices, labeled by integers 1 to N.
L = Set of edges, labeled by ordered pairs (n,m) of vertexThe Algorithm:

labels. begin;
S = Source vertex (which executes the algorithm). for n:=1 to Ndo
/* initialization */
for all edges (n,m) in Ldo RT[n,1].psa = 0;

sthr(n, m) = Smoothed aggregate throughput (according RT[n, 1].neighbor := null;
to last received update) on interface associated with theend for

edge between vertices n and m. RT[s,1].psa := infinity;

i face(n, m) = Outgoing interface corresponding to edge reset Set_prev;

(n,m) when n is a router. for all neighbors n of go

H = Maximum hop-count (at most the graph diameter).  RT[n, 1].psa := max(RT[n, 1].psa, sthr[s,n]);
end for if RT[n,1].psa = sthr[s,nihen

RT[n,1].neighbor := iface(s,n);

Type: end if

rtable_entry: Routing table record with two entries: S_prev = S_prev union {n};

i) psa = integer, end for

i) neighbor = integer 1..N.
for h:=2 to Hdo

Variables: reset Set_new;
RT[1..N,1..H]: Routing table, whose (n,h) entry is a for all vertices m in Vdo
rtable entry record, such that: RT[m, h].psa :== RT[m,h — 1].psa;
i) RT[n,h].psa is the path spectrum availability band- RT[m, h].neighbor := RT[m, h — 1].neighbor;
width (as known so far) on a path of at most h hops between end for
vertices s and n, for all vertices n in Sefprev do
iy RT[n,h].neighbor is the first hop on that path (a for all edges (n,m) in Ldo
neighbor of s). It is either a router or the destination n. if min(RT[n,h— 1].psa, sthr[n,m])
Set_prev: list of vertices that changed a psa value in the > RT[m, h].psa then
RT table in the previous iteration. RT[m, h].psa
Set_new: list of vertices that changed a psa value in the := min(RT[n, h — 1].psa, sthrin,m]);
RT table in the current iteration. RT'[m, h].neighbor

:= RT'[n, h — 1].neighbor;
Set_new := Set_new union {m};
end if
end for
end for
S_prev := S_new;
if S _prev=nullthen
h=H+1;
[* if there are no changes, exit */
end if
end for
end:




