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Abstract—Cognitive radio technology holds great promises in
enabling unlicensed operation in licensed bands, to meet the
increasing demand for radio spectrum. The new open spectrum
operation necessitates novel routing protocols to exploitthe
available spectrum opportunistically. In this paper we present
SAMER, a routing solution for cognitive radio mesh networks.
SAMER opportunistically routes traffic across paths with higher
spectrum availability and quality via a new routing metric. It
balances between long-term route stability and short-termoppor-
tunistic performance. SAMER builds a runtime forwarding mesh
that is updated periodically and offers a set of candidate routes
to the destination. The actual forwarding path opportunistically
adapts to the dynamic spectrum conditions and exploits the link
with the highest spectrum availability at the time. We evaluate
SAMER through both analysis and simulations, and show that
it effectively exploits the available network spectrum andresults
in higher end-to-end performance.

Index Terms—Cognitive Radio, Spectrum Aware Routing

I. I NTRODUCTION

The pervasive adoption of wireless services (wireless LAN,
wireless mesh networks, Bluetooth) that operate in unlicensed
bands such as the 2.4 GHz and the 5 GHz ISM bands, has
increased the demand for new spectral resources and more
flexible and efficient use of spectrum. Meanwhile, accordingto
Federal Communications Commission (FCC) ([28]), there are
intense temporal and geographical variations in the utilization
of the licensed spectrum, range from15% to 85%. For
example, the average utilization of the licensed spectrum (TV)
broadcast was as low as14% in 2004 [26]. What is clearly
needed is an extension of the unlicensed usage to licensed
spectral bands, while accommodating the present users who
have legal rights to use this spectrum. As the first step, Federal
Communications Commission (FCC) has already announced a
new policy of regulating the frequency allocation which allows
unlicensed operation in the so-called ”white spaces”, i.e.,
spectrum blocks/slices not actively being used by the licensed
operators (e.g., TV broadcasters), within the TV broadcast
band [26], [29]. To meet the new requirements, Cognitive
Radio Technology has been developed which is able to sense
the spectral environment over a wide available band and use
the spectrum only if communication does not interfere with
licensed (primary) users. Thus, in Cognitive Radio Networks
(CORNETs) the unlicensed low priority (secondary) users
will be using cognitive radio techniques, to ensure non-

interfering co-existence with higher priority users and thus
reduce concerns of a general allocation to unlicensed use.

Research on cognitive radio networks has mainly focused
on spectrum sensing, management and sharing functionalities
which are handled by PHY and MAC layers. IEEE 802.22
[2] is developing a point to multipoint fixed wireless access
network standard intended to operate world wide in the unused
segments of the terrestrial TV broadcast bands, and it is the
first standardization effort to define unlicensed operationin
the TV spectrum. DIMSUMnet [3] and DSAP [4] are two
cognitive radio architectures that assume a central controller to
lease spectrum to users, while KNOWS [1] is distributed and
more attractive architecture for cognitive radio mesh networks.
However the problem of routing in CORNET has been largely
unexplored. In this paper, we study routing over cognitive
radio based, static multihop wireless networks.

There are mainly two new issues with routing in CORNETs.
First, the concept of ”channelization”, which serves as the
basis for recently proposed routing metrics over wireless mesh
networks (e.g., ETX [16], WCETT [7], CAM [10]), is no
longer valid. The radio spectrum is dynamically sensed and
sliced based on current availability and utilization. Therefore,
there are no static channels any more in CORNETs and
the routing metrics defined over each static channel need to
be adapted. Second, to handle the dynamic variation in the
added dimension of spectrum, routing over CORNETs have
to balance between long-term (say, over 10s of seconds time
scales) route stability and short-term (say, from 10s to 100s
of milliseconds time scales) opportunistic performance. Most
existing routing protocol operations over mesh networks do
not handle both issues.

In this paper, we propose SAMER (spectrum aware mesh
routing), a new routing solution for CORNETs that addresses
both above issues. The design of SAMER seeks to utilize
available spectrum blocks by routing data traffic over paths
with higher spectrum availability. In SAMER, routes with
highest spectrum availability are selected as candidates.There-
fore, SAMER computes its long-term routing metric based
on spectrum availability and is more or less a ”least-used
spectrum first” routing protocol. Moreover, it tries to balance
between long-term route stability and short-term route perfor-
mance via building a runtime forwarding route mesh. Once
a route mesh that offers a few candidate routes is computed,
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the runtime forwarding path is determined by instantaneous
spectrum availability at a local node. This may lead to
short-term opportunistic performance gain. Our analysis and
simulations confirm the effectiveness of SAMER. We show
that, under mild long-term spectrum conditions, SAMER can
achieve optimal spectrum aware routing.

The rest of the paper is organized as follows. Section II
describes the overall system model for SAMER, and section
III elaborates on new issues of CORNET routing. Sections IV
and V present the design of optimal spectrum aware routing
and SAMER. Section VI provides simulation evaluations while
in section VII we discuss issues related to our protocol. Finally,
section VIII compares SAMER with the related work and
section IX concludes the paper.

II. SYSTEM MODEL

In this section we provide an overview of the assumptions
for the basic functionality of the underlying PHY and MAC
layers.

We consider an underlying distributed cognitive radio archi-
tecture where PHY and MAC layer platforms work in concert
to provide collaborative spectrum sensing and adaptive man-
agement and sharing mechanisms. Using collaborative sensing
mechanisms cognitive radio users exchange messages about
their local view of the spectrum, and they can more effectively
detect the primary users. Adaptive spectrum management and
sharing mechanisms dynamically adjust the available spectrum
blocks to the unlicensed users.

In a cognitive radio environment, each node individually
constructs a spectrum allocation matrix, which captures both
the operations of the licensed spectrum users, and the sec-
ondary user activities. Figure 1 shows a snapshot of a spectrum
allocation matrix. A spectrum block is a slice of the available
spectrum determined by the MAC and PHY layers and can
be specified as a frequency interval(f0, f0 + ∆f) and a time
interval (t0, t0 + ∆t). The bandwidth and the time duration
of each spectrum block are tuned according to the perceived
contention intensity and the total available spectrum resources.

Local spectrum availability at a nodei depends not only
on the interferencei perceives from the primary users, but
also on the number of requests from the secondary users for
the allocation of the available spectrum. Two communicating
nodes have first to contend for spectrum access. The contention
can take place in a control channel in unlicensed bands. The
spectrum block that will be used for the packet transmissions,
can be decided by a handshake procedure between the sender
and the receiver. The spectrum that the communicating nodes
are allowed to utilize depends on the spectrum availability
as defined above. The reservation can be announced on the
control channel to inform neighboring nodes for the spectrum
usage. Because the spectrum block that will be used for packet
transmission is decided locally according to: 1) available
spectrum, 2) instantaneous contention intensity, and 3) user
traffic demand, the routing protocol cannot pre-specify the
interfaces that will be used across the path from source to
destination node.

F
re
q
u
en
cy

Time

Usage from primary users

Spectrum blocks

Fig. 1. Spectrum allocation matrix.

A distributed cognitive radio architecture like KNOWS [1]
implements the functionalities described above.

III. ROUTING IN COGNITIVE RADIO MESH NETWORKS

The intense spectrum dynamics of cognitive radio systems,
make routing a very challenging and yet unexplored problem.
The most challenging issue for a routing protocol in CORNET,
is the effective utilization of the available spectrum. In the
following section we discuss the limitations of current routing
metrics to utilize the available spectrum in CORNET, we
introduce the idea of spectrum aware routing and we argue
that PHY, MAC and Network layers must work in concert,
to achieve optimal routing. From now on, we define optimal
routing in terms of 1) hop count (an optimal path must be
close in length to the shortest hop-count path), 2) end-to-end
throughput and 3) spectrum utilization (an optimal path must
exploit all the available spectrum).

A. Why we need a new routing metric?

There are many routing metrics that have been used in
single channel wireless multihop networks. Hop-count, per-
hop Round Trip Time (RTT) [6], per-hop Packet Pair Delay
(PktPair) [15] and Expected Transmission Count (ETX) [16],
are some of the most popular metrics. These metrics being
designed for single channel networks, cannot be applied
without modifications to either dynamic or static spectrum
environment.

Multiradio technology offers promising avenue for improv-
ing the capacity of multiradio wireless networks ([5], [6])
by enabling nodes to transmit and receive simultaneously
through channels that operate on different frequency bands,
with different bandwidth, range, and fading characteristics.
Single radio metrics have been enhanced to utilize higher
spectrum availability, and to encourage channel diversityin
order to achieve lower levels of inter/intra path interference.
Weighted Cumulative ETT (WCETT), Metric of Interference
and Channel-switching (MIC) and Channel Aware Multipath
(CAM) metric presented respectively in [7], [9], [10], have
been designed for multiradio networks and are based on
expected time of a packet transmission (ETT). ETT (presented
in [7]) considers: 1) the number of retransmissions required to
send unicast packets across a channel by measuring the loss
rate of broadcast packets, and 2) the bandwidth of the channel.
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As ETT is widely adopted, we use it as a reference. Although
these metrics operate in multi-channel environment, they have
some limitations when applied in cognitive radio environments
for two major reasons::

1) Static multi-channel vs Dynamic spectrum environment:
Multiradio metrics have been designed to operate in a static
multi-channel environment. In multiradio networks the avail-
able radios in each node are fixed during the network deploy-
ment. As the channel environment is static, a path is defined
as a sequence of interfaces (channels) from a source to a
destination node. The multiradio routing approaches address
the issues of intra/inter path interference by explicitly defining
the sequence of channels to the destination, focusing on en-
couraging channel diversity. On the other hand in CORNETs,
the frequency band that will be used for packets transmission
is decided locally according to spectrum conditions, and the
routing protocol cannot pre-specify the spectrum blocks that
will be used across the path from source to destination.
Basically, a path in cognitive radio is defined as a sequence of
nodes from source to the destination, while two nodes can be
considered neighboring when they have at least one spectrum
block in common. As a result, intra/inter path interference
cannot be handled explicitly by the routing protocol, but have
to be addressed by the underlying protocols. For the same
reasons, we cannot pre-compute interference patterns among
neighboring nodes. For example MIC metric ([9]) captures
inter-path interference by having each nodei to keep the set
of neighbors (Ni(c)) that it interferes with when it transmits
on channelc. In multiradio networks the setNi(c) can be
estimated when the network is established, while in CORNETs
this is not possible as the spectrum availability changes with
time.

2) The concept of spectrum availability: Routing in cogni-
tive radio networks is a two dimensional problem as it has
to address:1) Spectrum quality, and2) Spectrum availability.
Spectrum quality refers to different characteristic of a spectrum
block such as bandwidth, error rate, and path-loss. Spectrum
availability between a pair of nodes(i, j) is determined by two
factors: 1) the number of spectrum blocks and the aggregate
bandwidth across(i, j), 2) how much of this spectrum is not
used by other secondary users. The first factor depends on
the interference that nodesi, j perceive from the licensed
users. The second factor depends on the traffic load routed
through(i, j). The metrics that used both in single radio and
in multiradio environments address the spectrum quality and
not the spectrum availability dimension. For example, although
ETT can be applied in each spectrum block capturing its
quality, it does not explicitly consider the impact of contention
due to traffic from nearby nodes as it is stated in [7].

In the following section, we show the need of a new
spectrum aware routing approach by presenting an example
routing scenario.

B. Spectrum aware routing

In this section we introduce the idea of spectrum aware
routing by illustrating a simple routing scenario.

S

bi=3,4,5

flow 1

D
flow 2

bi=1,2bi=1,2
W

Z X

flow 1

bi=3,4,5

bi=3,4,5

Fig. 2. Spectrum Aware Routing: A motivating example.

Let’s consider the network of figure 2, where source node
S can reach the destination nodeD across two non-interfering
pathsS − W − D andS − Z − X − D. We assume that the
spectrum blocksbi available at a node are different. NodeW
has two spectrum blocks availableb1 = 8Mbps and b2 =
10Mbps, while Z, X have b3, b4, b5 = 6Mbps. Source and
destination nodes (S, D) have all the spectrum blocks available
b1−5.

In the beginning of the scenario we assume that only one
flow (flow 1) is routed fromS to D acrossS − W − D. The
maximum throughput achieved is8Mbps. After some time,S
initiates also flow 2 towardsD. ETT metric will favor path
S − W − D for flow 2, as it is shorter in hop count with
higher bandwidth spectrum blocks. As a result ETT will lead
to unbalanced load distribution as all traffic will go through
S − W − D path. The maximum throughput in that case for
each flow is4Mbps.

The idea behind the spectrum aware routing is that it must
adapt to spectrum availability dynamics as defined in the
previous section. In the example of figure 2 the aggregate
bandwidth between every pair of nodes (the sum of the
bandwidth of the available spectrum blocks) is18Mbps. When
traffic of flow 1 is routed throughS − W − D, the spectrum
availability of this path will be reduced and the spectrum
aware routing protocol should send the traffic of flow 2 across
S − Z − X − D. This results in traffic load distribution
between the two different paths, and leads to higher end-to-
end performance as for flow 1 throughput will be8Mbps and
for flow 2 will be 6Mbps.

Spectrum aware routing algorithm opportunistically routes
data across paths with higher spectrum availability, achieving
utilization of all the available spectrum.

C. A cross layer approach

Routing solutions in cognitive radio networks that either
completely ignore short-term local spectrum conditions orthey
are based only on these conditions and do not have any global
view of the spectrum, can lead to sub-optimal routing. In this
section we argue that an optimal routing solution in CORNET
necessitates the collaboration among PHY, MAC and Network
layers. A simulation-based comparison between a decoupled
route selection and a cross layer routing approach presented
in [12], [13], shows a clear benefit in end-to-end performance
for cross layer design. We also make our argument clearer by
presenting an example.

A routing scenario that illustrates the idea of cross-layer
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Fig. 3. Cross-layer routing

approach is shown in figure 3. In this scenario nodes imple-
ment cognitive radio functionality and the link weights reflect
both spectrum availability and quality. Source and destination
nodes areS and D respectively. Firstly, let’s consider that
route selection and spectrum management are decoupled as
described in [12] and that each node selects its candidate
forwarding node using hop count (the best candidate is the
forwarding node across the shortest hop-count path). In case
that the hop-count is the same for all the candidate forwarding
paths, data is forwarded over the link of the smallest weight.
In this routing scenario, in the first step of the algorithm the
only candidate forwarding node isA, asC is on a longer path
towardsD. ThenS will route its packets acrossS−A−B−D
towards the destinationD ignoring the high cost of its links.

Let’s now assume the opposite forwarding approach where
routing is handled by the MAC layer and where a node
opportunistically forwards data across links with maximum
available spectrum and quality (links with low weight). To
avoid deviating too much from the shortest hop-count path, the
next hop must be in a path which is at mostn hops longer from
the optimal. In our example (figure 3) we considern = 1.
In this caseS has two candidate forwarding nodesA, C. The
MAC layer is going to forward the packet toC as theS −C
link is better. NodeC has also two candidate forwarding nodes
A, F and is going to pickF for the same reason as before.
The final path is going to beS − C − F − Z − X − E − D
which is sub-optimal both in number of hops and in spectrum
quality and availability.

In cognitive radio routing a cross layer approach must be
adopted where spectrum management must work in concert
with routing mechanisms.

IV. OPTIMAL SPECTRUM AWARE ROUTING

The objective of spectrum aware routing is to opportunisti-
cally route data packets, across paths with under-utilizedspec-
trum, avoiding congested (in terms of spectrum availability)
areas. To achieve this goal, spectrum aware routing must be
optimal in distributing traffic according to the available spec-
trum resources. We formulate this problem as minimization of
the spectrum utilization between every pair of nodes(i, j). In
this section we will prove that routes which minimize spectrum
utilization (optimal routes), can be reproduced as minimum

cost (shortest) paths in terms of positive link weigthswi,j

which reflect spectrum availability.
We formulate our problem as a Dual Linear Programming

problem as presented in [17]. The background of dual linear
programs which can be found in [22], [23]. Before we go on
with the proof, we introduce some basic notations. Letcb be
the capacity of a spectrum blockb ∈ Bi, whereBi is the set
of the spectrum blocks available at a nodei at time t. The
link capacity between a pair of nodes(i, j) can be defined as
Cij =

∑

b∈Bi∩Bj
cb.

Let T be a traffic matrix where entryT (sr, tr) = dr denotes
the average intensity of traffic entering the network at ingress
routersr and exiting at egress routertr for a commodityr ∈
R. Moreover,Xr

ij is the fraction of traffic for commodityr
that flows through link(i, j). Spectrum utilization across a link
(i, j) can be defined asuij =

∑

r∈R
drXr

ij

Cij
where

∑

r∈R drX
r
ij

is the sum over all demands of the amount of flow for that
demand which is sent over(i, j).

Cognitive radio network can be modeled as a directed graph
G = (V, E) with v =‖ V ‖ mesh routers ande =‖ E ‖
directed links. We formulate the problem of the minimization
of spectrum utilization as a linear program (primal LP):

min
∑

(i,j)∈E uij or min
∑

(i,j)∈E

∑

r∈R drX
r
ij (1)

subject to

∑

j:(i,j)∈E Xr
ij −

∑

j:(j,i)∈E Xr
ji =







0 i 6= sr, tr(i)
1 i = sr,(ii)

r ∈ R
(2)

∑

r∈R drX
r
ij ≤ Cij , (i, j) ∈ E (3)

0 ≤ Xr
ij ≤ 1, (i, j) ∈ E, r ∈ R (4)

whereXr
ij as we mentioned above is the fraction of traffic

for commodityr that flows through link(i, j). The constraints
in (2) are flow conservation constraints. The2(i) constraint
says that the traffic flowing into a node has to equal the
traffic flowing out of the node for any node other than source
and destination node for each demand. The constraint2(ii)
basically says that network flow out of the source is1.

Solving the primal linear program (e.g. using classic Sim-
plex method [23]) we get the optimal solution{X̄r

ij} which
gives an optimal route or a set of routes (splitting) for each
demand. In case that a demand has to be split, it also gives the
proportions according to which the traffic between the source
and the destination nodes should be distributed across multiple
paths.

To prove that optimal routes can be reproduced as minimum
cost (or maximum spectrum) paths, we formulate the dual
linear program as defined in [17]:

max
∑

r∈R,t∈V drU
r
tr
−

∑

(i,j)∈E CijWij (5)

subject to

U r
j − U r

i ≤ Wij + 1, ∀r ∈ R, (i, j) ∈ E (6)
Wij ≥ 0
U r

sr
= 0
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Let the optimal solution for the dual program be{Ū r
i }

and {W̄ij}. If we view {W̄ij} as constant,{W̄ij + 1} can
be considered as link weights. For simplicity, we consider
wij = {W̄ij+1} as the weight of the link(i, j) wherewij > 0
asW̄ij + 1 ≥ 0. In addition, the optimal solution of the dual
program{Ū r

i }, can be viewed as the length (the sum of link
weights) from sourcesr to a nodei.

By applying the complementary slackness theorem we get:

Lemma: If Pr is an optimal route determined by the
Xr

ij values, then for every link(i, j) ∈ Pr if Xr
ij > 0, then

Ū r
j − Ū r

i = wij .

As Xr
ij represents the spectrum utilization in terms of

traffic routed across(i, j), weightswij reflect the spectrum
availability between a pair of nodes(i, j), so small wij

implies high spectrum availability. In the following theorem
we prove that optimal routes derived from the primal linear
program can be reproduced as minimum cost paths with
respect towij . Notice that the cost of a pathP in terms
of spectrum availability is equal to the maximumwij for
(i, j) ∈ P , as the spectrum availability across a path is
determined by the bottleneck link (link with lowest spectrum
availability).

Theorem: Let P be a path fromsr to tr and for every link
(i, j) ∈ P , Ū r

j − Ū r
i = wij . ThenP is the minimum cost path

with respect to link weights{wij}.
Proof: Firstly let’s consider thatpj with 0 < j < n are

the nodes of the pathP = p0, p1, ...pn−1, pn wherep0 = sr

andpn = tr. Then we have

Ū r
pj

− ¯U r
pj−1

= wpj−1pj

for 0 < j < n.
As we mentioned above, in spectrum aware routing a weight

wpj−1pj
for 0 < j < n reflects the spectrum availability, and

the cost of the path is determined by the bottleneck link, the
link with maximumwpj−1pj

. So the cost of a pathP is defined
as:

CP
tk

= max{wpj−1pj
}0<j<n

Let now consider another pathZ = z0, z1, ...zm−1, zm

wherez0 = sr andzm = tr. From constraint (6):

Ū r
zj

− ¯U r
zj−1

≤ wzj−1zj

which implies thatCP
tk

≤ CZ
tk

. As a resultP is the minimum
cost path or the maximum spectrum path.

We proved that optimal routes which achieve minimum
spectrum utilization in cognitive radio mesh networks can be
reduced into maximum spectrum paths with respect to a set
of positive link weights. These link weights reflect spectrum
availability.

Optimal minimum spectrum utilization can be obtained the-
oretically by solving a linear program, however this theoretical

approach is not easy to be applied in mesh networks. For-
mulating the linear program, requires centralized knowledge
of the traffic demands between each source and destination
pair. However traffic demands change very frequently and
are difficult to acquire. Moreover, the solution of the linear
program requires the ability to split traffic arbitrarily among
all paths between a source and a destination, which is hard to
achieve in reality since it introduces high complexity intothe
routing mechanism and may also cause out-of-order delivery
of TCP traffic [21]. As these optimal routes are reduced to
positive link weights which reflect spectrum, heuristics that
capture spectrum availability must be designed.

V. SAMER DESIGN

In this section we present SAMER, a routing protocol for
cognitive radio mesh networks, whose goal is to opportunis-
tically utilize the spectrum in the network, by routing traffic
across paths with higher spectrum availability while at the
same time it achieves long-term stability by not deviating from
the shortest hop-count path. We show that by exploiting all the
available spectrum, SAMER can achieve eventually high end-
to-end performance.

SAMER builds a forwarding mesh which is adjusted pe-
riodically according to the spectrum dynamics, and oppor-
tunistically routes packets across this mesh. The mesh is
centered around the long-term shortest path (in terms of hop-
count), but opportunistically expands or shrinks periodically to
exploit spectrum availability. In short, SAMER takes a two-tier
routing approach and balances between long-term optimality
(in terms of hop count) and shortest opportunistic gain (in
terms of higher spectrum availability). SAMER has main two
components:

• Dynamic Candidate Mesh: Every node in the network
computes a cost to the destinationD (for each destination
each node computes a different cost). This cost reflects
the spectrum availability of the highest spectrum path
whose length is less thanH hops. Also every node builds
a set of candidate forwarding nodes toD, by including
all its neighboring nodes whose cost toD is less than a
thresholdC . So the mesh is built around the shortest in
hop count path and is dynamically adapted to spectrum
changes.

• Opportunistic Forwarding: SAMER opportunistically for-
wards packets across the links with the highest spectrum
availability. Upon a reception of a packet a forwarding
node chooses from the links included in the candidate
set, the one with the highest spectrum availability. For
computing spectrum availability we use PSA metric as
defined in section V-B.

SAMER succeeds in balancing between long-term stability
as the paths to the destination do not divert much from the
shortest path, and short-term opportunistic utilization of the
spectrum. In the following section we present the building
blocks of the dynamic candidate mesh.
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A. Building a candidate forwarding mesh

SAMER builds a forwarding mesh around the long-term
shortest path and adjusts it periodically according to spectrum
dynamics. Using this mesh, it greedily forwards data packet
across the link with the highest spectrum availability. The
forwarding mesh is built by computing for each nodei a
cost Costi. In the simplest caseCosti reflects the spectrum
availability of the highest spectrum path whose length is less
thanH hops. So it computes all the paths of at mostH hops
and from these it selects the one with the highest spectrum
availability (if there is no such path cost is set to infinity).
The appropriate value forH is a difficult decision. By setting
a small value forH we may not discover all the paths to the
destination or we may not discover the paths with lowCosti.
A more flexible cost computation algorithm that can adapt
to different application requirements is discussed in section
V-C2. The algorithm increasesH until it finds at nodei
a cost whereCosti ≤ Cmax. Cmax can be considered the
maximum allowable cost to the destination. This is a double
objective optimization problem as we would like to minimize
H while at the same time maximize the spectrum availability
(maximize spectrum availability reflects in minimizing the
cost). In section V-C2 we solve this problem using distributed
Bellman Ford.

By considering hop-count, we achieve long-term stability,
as all the candidate paths towards the destination, are centered
around the shortest hop-count path. Except from stability,
shorter hop-count paths consume a minimal amount of net-
work resources. By considering spectrum availability, we have
a global view of spectrum dynamics. In section III-C we
present examples that illustrate that routing based only on
local view of spectrum availability can lead to congested links.
However we can limit these problems if we have a global
view of the spectrum. We realize, that it is very important for
each node to have an updated global view of the spectrum
availability.

To sum up, in each forwarding step when a nodei forwards
a packetPkt towards a destination nodeD, it performs the
following actions:

• Action 1: Nodei computesCostn for ∀n ∈ N whereN
is the set neighboring nodes ofi. Nodei executes a link
state (e.g. OSPF) protocol so it has all the information to
computeCostn for ∀n ∈ N .

• Action 2: Node i adds to its forwarding candidate set
Candidatei all the nodesn whereCostn ≤ C.

• Action 3: Node i forwardsPkt to the highest spectrum
availability link (i, n) wheren ∈ Candidatei. Spectrum
availability is computed using PSA metric described in
the following section.

In this paper we consider that costC is determined by each
node separately and it is independent of the flow. The value
of C is a trade-off between long and short term performance.
So if C value is high, we focus more on short term path
properties. This will be the recommended approach if the
spectrum dynamics are very intense while the periodic updates

about the spectrum availability is not very frequent which
means we have an outdated global view of the spectrum. On
the other hand, the value of hop countH determines how
much the algorithm expands or shrinks the forwarding mesh.

In the following sections we will present PSA, a metric for
estimating path spectrum availability and the algorithm that
we use to compute the cost at a nodei (Costi). Finally we
explore how SAMER works in the routing scenario presented
in section III-C.

B. PSA metric

Optimal spectrum utilization in cognitive radio mesh net-
works can be achieved by assigning positive link weights
which reflect spectrum availability. Intuitively this can be
succeeded by routing traffic across paths with the most under-
utilized spectrum.

In this section we present the basic component of SAMER
which is Path Spectrum Availability (PSA) metric. PSA metric
is used to favor paths with higher spectrum availability and
quality. By exploiting under-utilized spectrum, PSA can lead
to higher end-to-end performance. To capture spectrum avail-
ability and quality PSA metric considers: 1)Local spectrum
availability: Spectrum availability at a nodei depends on a) the
number of available spectrum blocks ati and their aggregated
bandwidth and b) on how much of this spectrum is not
allocated from secondary users. 2)Spectrum block’s quality:
The quality of the spectrum block refers to its bandwidth and
loss rate. Loss rate depends both on each frequency band’s
properties and the interference it perceives from both primary
and secondary users.

To compute PSA metric we first calculate the probability
ploss that a packet transmission between a pair of nodes
(i, j) is not successful. The 802.11 protocol considers that
a transmission is successful, if the packet is also success-
fully acknowledged. So we will also consider the packet
loss probability in both the forward and reverse directions;
these probabilities are denotedpf and pr respectively. Loss
probabilityploss is: ploss = 1− (1−pf)× (1−pr). Moreover,
ploss can be estimated by measuring the loss rate of broadcast
packets between pairs of neighboring nodes as proposed in
[16].

Let’s also defineTf,b as the fraction of time during which
the nodei is free to transmit and/or receive packets through a
spectrum blockb. Respectively,Tw,b is the fraction of time
that the nodei has to wait asb is busy. The fraction of
time Tw includes:1) Ta is the fraction of time during which
a node i is receiving/transmitting packets for successfully
received/transmitted packets,2) Ti is the fraction of time
during which a nodei is deferring for transmissions that
interfere with it, 3) Tc is the fraction of time during which
a nodei experienced packet collisions. So for every spectrum
block b, Tf = 1−Tw = 1−(Ta +Ti +Tc). All of the required
information (Ta, Ti, Tc ) can be derived from the MAC layer,
and even though most commonly available device drivers do
not export interfaces to higher layers such as the routing layer
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for extracting these values, similar information is exposed by
some wireless cards such as the DARPA GloMo Radio API.

The fraction of timeTf,b,i that two neighboring nodes(i, j)
are free to transmit/receive across a spectrum blockb, can be
different as(i, j) may perceive different interference signals
both from licensed users and from their neighboring unli-
censed users. However in many cognitive radio applications
(cognitive radio networks in TV broadcast bands) the transmis-
sion power of licensed users is very intense and their signals
provide coverage areas with much greater radius than the
transmission capability of unlicensed wireless device. Sothe
availability of a blockb (the time thatb is not allocated by the
licensed users) between two neighboring nodes(i, j) can be
considered equal. Although the availability ofb can be consid-
ered equal, the contention from the unlicensed nodes in range
is different, so we consider thatTf,b = min{Tf,b,i, Tf,b,j}
(this information can be derived from the MAC layer protocol).
The throughput that can be achieved between a pair of nodes
(i, j) across a spectrum blockb will be formulated as :

Thr(i,j),b = Tf,b × Bw,b × (1 − ploss,b)

Bw,b is the bandwidth andploss,b the loss probability of the
spectrum blockb.

The aggregate throughput between a pair of neighboring
nodes(i, j) is given by:

Thr(i,j) =
∑

b∈Bi∩Bj

ab ×
Thr(i,j),b

maxThr(i,j),b

wheremaxThr(i,j),b is the Thr(i,j),b when ploss,b = 0 and
Tf,b = 1 andBi are the spectrum blocks available at a node
i. In addition each spectrum blockb is assigned a weight
ab where ab ≤ 1 for every spectrum block. This weight is
determined by the physical characteristics ofb. Many different
parameters define the quality of each spectrum band such as
the interference level, channel error rate, path-loss, link layer
delay. Moreover two neighboring blocks in terms of frequency
may be not completely non-interfering. The weightab can be
used to capture all these different spectrum properties. Wewill
explore these characteristics in future work. So from now on
we will considerab = 1 for every spectrum blockb.

The Smoothed Aggregate Throughputbetween a pair of
neighboring nodes(i, j) is defined as:

SThr(i,j) = α × SThr(i,j) + (1 − α) × Thr(i,j)

For a pair of neighboring nodes(i, j) the SThr(i,j) is the
smoothed aggregate throughput which reflects both our current
view and statistical information about spectrum availability.
For our simulations we considera = 0.4.

The Smoothed Aggregate Throughput can be assigned as a
positive link weight. Path spectrum availability across a path
P is defined as

PSAP = min{SThr(i,j)}(i,j)∈P

Spectrum availability for a pathP is considered the mini-
mum Smoothed Aggregate Throughput for(i, j) ∈ P as this
link is going to be the bottleneck which affects the whole path.

C. Cost computation

In SAMER each node has a full topology map and it can
compute a costCosti ∀i ∈ N whereN is the set of nodes,
to every destination nodeD. In the simplest approach,Costi
reflects the spectrum availability of the highest spectrum path
P whose length is less thanH hops. Spectrum availability
across a pathP can be computed using the metricPSAP .
So if between every pair of nodes(i, j) we assign a weight
SThr(i,j), the spectrum availability for a pathP will be
PSAP = min{SThr(i,j)}(i,j)∈P according to the definition
in the previous section.

In this section we describe cost computation as double
objective optimization problem where we increaseH until
we find at nodei a cost whereCosti ≤ Cmax. In the
following paragraphs we discuss the advertisement of link state
informationSThr(i,j), the cost computation algorithm and the
value ofCmax.

1) Advertisement of link state information:The Smoothed
Aggregate ThroughputSThr(i,j) assigned between every pair
of nodes(i, j) need to be advertised across the network, so
that each mesh router can computePSAP for a pathP . As
energy consumption and limited processing power are not an
issue in wireless mesh networks we consider that SAMER uses
an extended OSPF mechanism for link state advertisement,
where each mesh router maintains an updated database of
the network topology, including the current state (SThr(i,j))
of each link. To have a consistent global view of spectrum
dynamics, every nodei must updatePSAP (and as a result
its Costi) in short time periods. The frequency of OSPF LSA
updates, is based on a tolerable corresponding load on the
network. A different approach is, instead of sending periodic
link state updates we can trigger link state advertisementsonly
when there is a significant change in the value ofSThr(i,j)

since the last advertisement. We plan to compare these options
in future work.

2) Cost computation algorithm:Cost computation problem
is a double objective optimization problem as we would
like to minimize H while at the same time maximize the
spectrum availability (maximize spectrum availability reflects
in minimizing the cost). Nevertheless because of the specific
nature of the two objectives being optimized, the complexity of
the above algorithm is competitive with even that of standard
single-objective algorithms.The Bellman-Ford (BF) shortest
path algorithm is the excellent candidate for cost computation
as it can be easily adapted to compute paths of maximum
available spectrum for all hop counts. It is a property of theBF
algorithm that, at itsh− th iteration, it identifies the optimal
(maximum spectrum availability) path between the source and
each destination, among paths of at mosth hops. Specifically,
at thekth (hop count) iteration of the algorithm, the maximum
spectrum available to all destinations on a path of no more than
k hops is recorded (together with the corresponding routing
information). The algorithm terminates, when it provides for
all destinations, the path with the smallest possible number
of hops which satisfy the constraintCost ≤ Cmax. This path
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is also the one with the highest spectrum availability among
all the paths with at most these many hops. This is because
for any hop count, the algorithm always selects the one with
maximum spectrum availability. The pseudocode and the data
structures of the algorithm are presented in the appendix.

A crucial issue is when to invoke the cost computation
algorithm. One approach is to trigger a computation for each
new request for packet transmission which however can be
very computationally expensive, In our evaluation we adopt
the pre-computation approach where costs are pre-computed
to all destinations periodically. As a future work we will
explore how SAMER will perform if cost information is more
frequently updated.

3) The parameterCmax: The maximum allowable cost to
the destinationCmax has the same meaning as the upper bound
of the cost used to select candidate neighbors (value C in
section V-A) and it is a tradeoff between short and long term
performance. SoCmax should be set equal toC. If Cmax > C
the node may not be able to find candidate nodes to further
forward the data. Based on theCmax, C values we can easily
enchance our solution to guarantee robust data delivery and
support for differentiated services (see [24]). The study of
these mechanisms is out of the scope of this paper.

D. SAMER in an example routing scenario

In routing scenario presented in section III-C (figure 3), we
showed that routing approaches that decouple Network and
MAC layer can lead to sub-optimal routing in cognitive radio
mesh networks. Let’s consider that in the topology of figure 3,
the mesh nodes execute SAMER routing protocol whereH is
equal to the diameter of the network. In the example topology
except from the link weights, we present also the costCosti
for each nodei and we also consider for every nodeC = 8.
In the first round, the algorithm has two candidate forwarding
nodesC, A, and because linkS−C is better, it will forward the
packet toC. In the second round,C has only one candidate,
nodeA asCostF > 8. So the final path to the destinationD,
will be S −C −A−B−D which is one hop longer than the
shortest path and it has the highest spectrum availability.

VI. EVALUATION

In this section we evaluate the effectiveness of SAMER
to 1) distribute data traffic across paths with under-utilized
spectrum, and 2) improve end-to-end throughput.

A. Simulation setup

We perform our simulations using Qualnet [18]. We ran-
domly deploy 52 static equivalent (with the same radio ca-
pabilities) nodes in a1500m × 1500m terrain. The available
frequency band has aggregated bandwidth 10Mbps and can be
divided by the cognitive radios in 5 spectrum blocks of 2Mbps
each. For simplicity, we assume that these spectrum blocks
have the same packet loss ratio. A nodei can have from 0 to
5 spectrum blocksb available at a timet. A spectrum blockb
is considered available if it is not allocated from a neighboring
node or a primary user. Two neighboring nodes can exchange
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Fig. 4. Link utilization and throughput performance of 3 routing
metrics

Metrics Min. Max. Mean StdDev
Hop count 0.489 1.0 0.537 0.102

ETT 0.001 1.0 0.807 0.243
PSA 0.811 1.0 0.893 0.032

TABLE I
M IN ., MAX ., MEAN AND STANDARD DEVIATION OF NORMALIZED LINK

UTILIZATION OF THE 3 DIFFERENT ROUTING METRICS

data if they have at least one common block available. Each
time t a spectrum block at a nodei is allocated by a primary
user with probabilityP (we setP = 0.1). As it is stated in
section V-B this assumption is not true in some applications
as in CORNET in TV broadcast bands.

The SAMER was simulated as described in V. We use OSPF
[25] to advertise link state information periodically, while we
use the pre-computation approach to compute the costs at each
node. For our experiments we setCid

max = Cid
Aver from a node

i to a destination noded whereCid
Aver is the maximum cost

path fromi to d divided by two (Cid
Aver = max{Costid}/2).

Intuitively we pick this value to balance between short and
long term performance. The study of howCmax affects
SAMER’s performance is a part of future work.

In the following sections we compare the performance of
SAMER using PSA, ETT metric on each spectrum block
with the shortest path (in terms of hop-count) distributed
Bellman Ford algorithm. To evaluate the effectiveness of these
approaches, we create intense TCP traffic that is destined to
four nodes located at the edge of the mesh topology. The
following results are the average of many experiments.

B. Link utilization

We first evaluate the effectiveness of each metric to dis-
tribute the traffic load across different paths to achieve load
balancing. In table I, we present the Minimum, Maximum,
Mean, and Standard Deviation of normalized link utilization,
while in figure 4a we illustrate the normalized utilization for
every link in the network.

From table I we observe that the standard deviation of
the link utilization for PSA metric is an order of magnitude
smaller than hop count and ETT metric; the difference between
minimum and maximum link utilization of PSA is much
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smaller than the other two metrics. This result shows that PSA
can effectively distribute data traffic across different paths. One
interesting observation is that the ETT performs worse thanthe
others metrics in balancing traffic load across different paths.
The reason is that ETT favors high quality paths and it does
not explicitly consider the impact of contention due to traffic
from nearby nodes as stated in [7].

Figure 4a shows a detail view of the link utilization for
each link. The sharp curves for ETT and hop-count metric
reveal that many links are either over-utilized or under-utilized.
On the other hand, the PSA metric results in a relatively flat
distribution, which means load is balanced across the network.

C. Throughput gain

In this section we study the end-to-end network throughput,
and we present our results in figure 4b. Each bar in figure 4b
represents the throughput for PSA, ETT and Hop-count in log
scale. In general, PSA and ETT metrics perform better than
hop count. This is because the hop-count approach considers
neither spectrum availability nor spectrum quality. Hop-count
metric does not consider the spectrum dynamics which are
resulted from the interference of the primary users and which
lead to changes in bandwidth availability. This results in low
end-to-end throughput. On the other hand, both PSA and ETT
metrics consider the path quality and choose high bandwidth
paths. PSA metrics is slightly better (about 0.5% to 6.4%)
than the ETT metric as it also explicitly considers spectrum
availability in terms of traffic load, so it avoids congestedlinks.

Finally, we observe that for the destination node 4, and
the three metrics seem to achieve almost the same throughput
performance. After examining the routes of the TCP packets,
the shortest path (in terms of hop-count) is not so congested
as node 4 is at the edge of the network and it is not greatly
affected by the cross traffic.

1) Throughput gain vs Nodes Density:We carry another set
of simulation to study the effect of varying the node density
on throughput. In this simulation, the simulation setting is the
same as described above (we use SAMER with PSA), except
we increase the number of nodes progressively.

In figure 5 we present for each of the four destination nodes
how throughput (in log scale) is changing with the network’s
density. In all cases we observe a linear increase in throughput
until the node density becomes about 60. Then the throughput
remains almost the same. The reason is that an increase in
nodes density results in an increase in spectrum availability.
However after some point, bandwidth is adequate to serve the
traffic demands.

In conclusion, PSA is more effective than the other two
metrics in distributing traffic across high spectrum availability
paths and in balancing utilization among links. This eventually
leads to higher end-to-end performance.

VII. D ISCUSSION

In the derivation of PSA we do not explicitily consider
inter/intra path interference. As we state in section II, in
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Fig. 5. SAMER’s throughput with node’s density for each of the destination
nodes.

cognitive radio networks the routing protocol cannot pre-
specify the interfaces that will be used across the path from
source to destination node, as the spectrum block that will be
used for packet transmission is decided locally according to 1)
available spectrum, 2) contention intensity, and 3) user traffic
demand. As a result, a routing metric cannot explicitily address
these issues. However we argue that though implicitily, PSA
can effectively capture interference. By routing traffic flow
across paths with higher spectrum availability we increasethe
probability that a node across the path will find a spectrum
block available to serve the flow.

In our simulations we set in PSA the weight of each
spectrum block asab = 1. The weightab captures the quality
spectrum block and can be set by the MAC layer. However
it also captures the interaction among neighboring spectrum
blocks (two neighboring spectrum blocks may be not com-
pletely non-interfering). We are planning to explore how the
spectrum blocks’ characteristics affect spectrum availability in
future work.

VIII. R ELATED WORK

Existing research on cognitive radios mainly focuses on
MAC and Physical layer issues. Various spectrum sensing and
management solutions have appeared in the literature [3], [4],
[12], [14], [19]; a nice survey of this topic is available in [27].
New MAC solutions and prototype systems are also available
(e.g., [1] and the references there). Initial studies that examine
the interdependence between route selection and spectrum
management have also been described [12], [13]. However,
their approaches are very different from ours. [12] effectively
proposes a decoupled method for route selection and spectrum
management. Route selection is still following the shortest
path algorithm. Instead, SAMER renovates both the routing
metric and routing protocol operations. The focus of [13] ison
comparisons of layered and cross-layered approaches. SAMER
though proposes a new routing solution over a CORNET.

There have been extensive studies on single-channel and
multi-channel wireless mesh networks [7], [9], [10], [11].One
of the main contributions of such early work is on devising
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new routing metrics that offer improved performance over
mesh networks based on conventional radios. Such metrics
include Weighted Cumulative ETT (WCETT) [7], Metric of
Interference and Channel-switching (MIC) [9], Channel Aware
Multipath (CAM) [10], and Adjusted Expected Transfer Delay
[11]. However, such metrics cannot be directly applicable to
CORNET. They still measure link quality over well-defined,
static channels, and do not take into account of spectrum
dynamics which are present in CORNET.

IX. CONCLUSION

Cognitive radios (CRs) hold promises in significantly in-
creasing radio spectrum utilization through dynamic spectrum
sensing and opportunistic utilization. In order to fully exploit
the new capability offered by cognitive radio technology at
the physical-layer, a cognitive radio network (CORNET) must
address the new issues brought out by CR possibly across
the entire protocol stack. The fundamental problem is that,
resource in a wireless CORNET is no longer a 2-D factor
in time and space, but is now a 3-D factor across frequency,
time and space. Therefore, protocol design has to explicitly
handle the implications brought out by the added dimension
of radio spectrum, in order to fully realize the potential ofCR
nodes in a CORNET. From this perspective, protocol design
for CORNET defines another problem domain for cross-layer
designs.

In this paper, we propose SAMER, arguably the first routing
protocol in the literature that addresses two new routing issues
in a CORNET: dynamic spectrum availability without the
conventional concept of ”channelization” in traditional mesh
networks, and tradeoffs between long-term route stabilityand
short-term opportunistic routing performance. To addressboth
issues, SAMER renovates both the routing metric and the
routing protocol operations. The routing metric of SAMER
explicitly considers both route quality based and high spectrum
availability. The ultimate goal is to provide optimal spectrum
aware routing in the long term. To increase short-term routing
performance, SAMER selects a fine-time-scale (say, 10s to
100s of milliseconds), opportunistic forwarding path out of a
mesh of candidate routes computed based on coarse-time-scale
(say, 10s of seconds) spectrum availability. This way, SAMER
flexibly balances between long-term stable routing and short-
term opportunistic forwarding. It serves as another concrete
example of applying cross-layer design over a CORNET.

Our analysis and preliminary simulation evaluations have
shown SAMER as a viable routing solution that can provide
better performance in CORNET. Ongoing work seeks to pro-
vide more thorough evaluations via comprehensive simulations
and further refine the design of SAMER.
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APPENDIX

A. Pseudocode for the Bellman Ford Pre-Computation Algo-
rithm

The pseudocode presented below, assumes a hop-by-hop
forwarding approach in updating the neighbor field. Moreover
it does not handle equal cost multi-paths for simplicity, but the
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modification needed to support this functionality is straightfor-
ward. Finally in the pseudocode we use the term ”interface”
to define the next hop in the path towards the destination.

Algorithm 1 Bellman Ford Pre-Computation Algorithm
Input:

V = Set of vertices, labeled by integers 1 to N.
L = Set of edges, labeled by ordered pairs (n,m) of vertex

labels.
S = Source vertex (which executes the algorithm).

for all edges (n,m) in L:do
sthr(n, m) = Smoothed aggregate throughput (according
to last received update) on interface associated with the
edge between vertices n and m.
iface(n, m) = Outgoing interface corresponding to edge
(n,m) when n is a router.
H = Maximum hop-count (at most the graph diameter).

end for

Type:
rtable entry: Routing table record with two entries:
i) psa = integer,
ii) neighbor = integer 1..N.

Variables:
RT [1..N, 1..H ]: Routing table, whose (n,h) entry is a

rtable entry record, such that:
i) RT [n, h].psa is the path spectrum availability band-

width (as known so far) on a path of at most h hops between
vertices s and n,

ii) RT [n, h].neighbor is the first hop on that path (a
neighbor of s). It is either a router or the destination n.

Set prev: list of vertices that changed a psa value in the
RT table in the previous iteration.

Set new: list of vertices that changed a psa value in the
RT table in the current iteration.

The Algorithm:
begin:
for n:=1 to N do

/* initialization */
RT [n, 1].psa := 0;
RT [n, 1].neighbor := null;

end for
RT [s, 1].psa := infinity;
reset Set prev;
for all neighbors n of sdo

RT [n, 1].psa := max(RT [n, 1].psa, sthr[s, n]);
if RT[n,1].psa = sthr[s,n]then

RT [n, 1].neighbor := iface(s, n);
end if
S prev := S prev union {n};

end for

for h:=2 to H do
reset Set new;
for all vertices m in Vdo

RT [m, h].psa := RT [m, h− 1].psa;
RT [m, h].neighbor := RT [m, h− 1].neighbor;

end for
for all vertices n in Setprev do

for all edges (n,m) in Ldo
if min(RT [n, h− 1].psa, sthr[n, m])
> RT [m, h].psa then

RT [m, h].psa
:= min(RT [n, h− 1].psa, sthr[n, m]);
RT [m, h].neighbor
:= RT [n, h− 1].neighbor;
Set new := Set new union {m};

end if
end for

end for
S prev := S new;
if S prev=null then

h = H + 1;
/* if there are no changes, exit */

end if
end for
end:


