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Abstract—SMS has been arguably the most popular wireless
data service for cellular networks. Due to its ubiquitous avail-
ability and universal support by mobile handsets and cellular
carriers, it is also being considered for emergency notification
and other mission-critical applications. Despite its increased pop-
ularity, the reliability of SMS service in real-world operational
networks has received little study so far. In this work, we
investigate the reliability of SMS by analyzing traces collected
from a nationwide cellular network over a period of three weeks.
Although the SMS service incorporates a number of reliability
mechanisms such as delivery acknowledgement and multiple
retries, our study shows that its reliability is not as good as
we expected. For example the message delivery failure ratio is
as high as 5.1% during normal operation conditions. We also
analyze the performance of the service under stressful conditions,
and in particular during a “flash-crowd” event that occurred in
New Year’s Eve of 2005. Two important factors that adversely
affect reliability of SMS are also examined: bulk message delivery
that may induce network-wide congestion, and the topological
structure of the social network formed by SMS users, which
may facilitate quick propagation of viruses or other malware.

I. INTRODUCTION

The Short Message Service (SMS) has been arguably the
most popular wide-area wireless data service worldwide. Ac-
cording to recent data [1], it accounts for more than 80% of
data revenue generated for Western European mobile operators
in 2005. The two large telecom operators in China (China
Mobile and China Unicom) reported the SMS volume to be
304.14 billion messages in 2005. The SMS volume in the
first quarter of 2006 recorded a 47% growth and reached
139.25 billion messages. The soaring popularity of SMS,
along with its ubiquitous availability and support by handsets
and cellular carriers, has stimulated numerous mobile data
service providers to use it as their underlying data transport
facility to maximize the reach to their potential customer base.
As text messaging becomes an indispensable convenience of
modern life in many parts of the world, cell-phone users place
high expectations on it as an instant and reliable means for
data communication. Even more importantly, SMS is being
considered for mission-critical applications such as emergency
alerts [2] and notification for natural disasters [3], for which
reliable operation is of paramount importance.

Recent studies [4] [5] take a first look on the security
issues related to the short message service and in particular
its susceptibility to denial-of-service attacks and vulnerability

to malware. They follow a “gray-box” approach for their
analysis, either through probing from end-user handset devices
or via simulations, due to the closed nature of cellular net-
works. Complementary to these efforts, in this work we offer
an insider’s view on aspects that affect the reliable message
delivery of the service, through the analysis of traces that were
obtained from a nation-wide cellular carrier.

This measurement-based study focuses on the reliability of
the SMS service during both normal and overload operating
conditions. Generally speaking, reliability denotes the abil-
ity of a system to consistently provide service with certain
performance characteristics, even in the presence of stressful
conditions that may threaten to disrupt the offered service.
It may take several forms and includes notions such as
high availability, resiliency, fault tolerance, and even security,
depending on the context [2]. In this work, we first seek
to establish a baseline characterization of the reliability for
end-to-end short message transfer during normal traffic condi-
tions. We then examine reliability during stress conditions of
“flash-crowd” events [6] that are frequently observed during
special occasions such as the New Year’s Eve.

Two factors that may critically affect reliability of SMS
in the near future are further investigated. The first is bulk
message delivery [7], which has been increasingly employed
by commercial entities to reach mass markets. It may incur
heavy network congestion and reduce the message delivery
quality. The second is the topological structure of the social
network formed by the SMS users, which can be exploited to
allow fast spreading of security attacks such as viruses and
spams. To the best of our knowledge, this is the first study
on SMS reliability that is based on measurements from a real,
operational cellular carrier.

The traces used in our study were collected from a na-
tionwide cellular carrier that serves 20 million cell phone
users. The collected data records over 59 million messages
transmitted within a three-week period in 2005. A summary
of the results obtained from analyzing the logs is as follows:

• Baseline of reliability: We quantify end-to-end message
delivery reliability by estimating message failure ratio
and latency. The results are somewhat unexpected: both
metrics are no better (and in some cases much worse)
than those of other popular communication means such as
email, VoIP and legacy telephony. For example, the over-



all SMS delivery failure ratio amounts to 5.1%, compared
with 1.57% for end-to-end message loss for emails [8].
Another interesting finding is that the delivery latency for
91% of short messages is less than 5 minutes, but only
50% of the heavy users ever experience latency below the
5 minute mark. Overall, SMS seems to achieve a level
of reliability that is no better than other communication
means. However, it does so in an adverse operational
environment, in which intermittent connectivity of end-
user devices and network resource shortages are more
frequently encountered than in the wired Internet.

• Flash-crowd events and bulk messaging: We witness a
flash crowd event during the New Years’ Eve of 2005.
By characterizing user and system behavior during the
event, we observe that, similar to flash-crowd events that
occur in the World Wide Web [6], the sharp increase
of message traffic volume in the New Year’s Eve is
caused by a much larger number of active subscribers,
rather than increased traffic rate by each individual user.
As for messages that are sent to groups of users in a
bulk fashion by content providers, the main finding is
that their traffic rate is highly dynamic. Moreover, bulk
messages from different content providers appear to be
synchronized to a certain degree, which poses a severe,
potential risk for network-wide congestion. Solutions to
addressing network congestion caused by both factors are
also discussed.

• Social network of SMS users: As in most networks formed
through human activity and interactions, the topological
structure of the SMS user graph exhibits a “small-world”
phenomenon: few contacts are needed to reach any user
in the network regardless of the starting point. Using
simulations, we show how this property can affect the
resiliency of the network, by examining how fast a virus
may propagate in the real-world SMS user population.

The rest of the paper is organized as follows. Section II
provides background introduction to SMS, the underlying net-
work elements, and the traces used in our study. In Section III
we present results on the baseline reliability of SMS. In the
followup three sections, we discuss three factors that may
reduce the reliability of SMS. Specifically, in Section IV
we discuss a flash-crowd event. In Section V we study bulk
message delivery, and in Section VI we show a small-world
phenomenon observed in the social network formed by SMS
users. In Section VII we compare and contrast this paper to
related work. Finally we conclude in Section VIII.

II. BACKGROUND AND TRACES

A. SMS network architecture

SMS messages are transmitted over the Common Channel
Signaling System 7 (SS7). SS7 is a global standard that de-
fines the procedures and protocols for exchanging information
among network elements of wireline and wireless telephone
carriers. These network elements use the SS7 standard to
exchange control information for call setup, routing, mobility

Fig. 1. Typical network architecture for SMS

management, etc. Figure 1 shows the typical network archi-
tecture for SMS communication.

Conceptually, the network architecture consists of two seg-
ments that are central to the SMS model of operation: the
Mobile Originating (MO) part, which includes the mobile
handset of the sender, a base station that provides the radio
infrastructure for wireless communications, and the originating
Mobile Switching Center (MSC) that routes and switches
all traffic into and out of the cellular system on behalf of
the sender. The other segment, the Mobile Terminating (MT)
part, includes a base station and the terminating MSC for
the receiver, as well as a centralized store-and-forward server
known as SMS Center (SMSC). The SMSC is responsible for
accepting and storing messages, retrieving account status, and
forwarding messages to the intended recipients. It is assisted
by two databases: the Home Location Registrar (HLR) and the
Visitor Location Registrar (VLR). The two databases contain
respectively permanent and temporary mobile subscriber infor-
mation, e.g., the address of the MSC the device is associated
with.

Though the Short Message Service has been popularized
by the exchange of text messages among cell phone users,
it has been increasingly used by businesses as a low-cost
bearer to deliver various types of content such as ringtones,
news, stock price, quizzes, and casting of votes. Such content
providers, also known as External Short Message Entities
(ESMEs), initiate or receive text messages through gateways
which bridge the SMS interface to the Internet. We will
analyze traffic of such messages in Section V.

For more details on the SMS network architecture and
operations, we refer the interested readers to a tutorial [9]
and specifications [10].

B. Traces

In 2004-2005, we obtained permission from a mobile op-
erator to collect SMS traffic traces for a period of three-
weeks. The operator is a nationwide cellular carrier with
more than 20 million subscribers. The main set of traces
were collected at the SMSC in the format of SMS Charging
Data Records [11] (CDRs). Whenever the SMSC receives



and forwards a message originated from a handset or ESME,
two records are logged: one (MO-CDR) for the MO part of
the communication (from the originator mobile handset to
the SMSC), and another (MT-CDR) for the MT part (from
the SMSC to the destination handset). Each record includes
information such as: a timestamp at second-level granularity,
the mobile identification and directory numbers for both the
sender and receiver, number of retransmissions, address of the
MSC that the sender (receiver) handset is associated with,
message size, the result of the delivery attempt, and a reference
value that can be used to associate the MO and MT records
of one message.

The logs were stored in a proprietary, binary format used
by the billing subsystem of the carrier, which we had to
reverse-engineer in order to automate the retrieval of the
ASCII values from the records. The automated tool that we
developed for extracting values from the traces was developed
iteratively in multiple steps, using a GUI-based utility from the
network analyzer package of the carrier to guide the reverse-
engineering effort. The steps taken involved the following:
first, we identified the fields and their position in the records,
by comparing a hexadecimal dump of a small set of records to
the ASCII translation provided for that same set by the GUI
tool. To make sure that we were able to identify all possible
values that a field could have along with their meaning (its
domain), we ran our converter/extractor software over the full
set of more than 100 million records. For those values that
were not in the records of the original set (and for the fields
that took only a small finite number of distinct values), we used
the GUI front-end to retrieve the remaining ASCII translations
and complete our converter/extractor software.

The analysis presented in the rest of this paper is based
on two sets of CDR logs collected at the carrier’s premises.
The main set used for the analysis (set-main) spans a period
that starts at 15:01:02 on 04/04/2005 1 and ends at 00:00:04
on 04/26/2005. Unfortunately, due to the collection process
in the premises of the carrier, certain time periods are not
logged, which amount in a total of 544,521 seconds (≈ 6.3
days missing. After the binary-to-ASCII conversion we end up
with 20Gb of data, containing 48,573,312 MO and 59,612,388
MT records. Based on the traces, 10,854,135 cellular users
are observed to send 5.206G characters in text messages and
receive 5.198G characters. A second set of CDR logs, which
is shorter in duration, was collected around the New Year’s
Eve of 2005. The measurement duration started at 11:00:00
on 12/25/2004 and ended at 00:00:00 on 01/06/2005.

As a supplementary measurement set, we collected SS7
logs in the same time period as the CDR collection. The SS7
logs record the SS7 protocol level operations involved in text
message delivery. Thus they expose more information than the
CDR, e.g., message priority, root causes for delivery failure.
Unfortunately, our collected SS7 logs are not complete as they
only account for 10%-20% of all the SS7-level operations.

1All clock times used in this paper are in the local time zone of the country
where the carrier provides the SMS service.
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Fig. 2. Message latency

Therefore, we limit the usage of SS7 logs to very few studies
such as the analysis of message failure.

III. A BASELINE FOR THE RELIABILITY OF SMS

SMS is commonly perceived as an instant, no-failure com-
munication medium. Message failure ratio, defined as the
percentage of messages that fail to reach their receivers, is
expected to be close to zero, and message latency, measuring
how long it takes a message to be received by its intended
recipient, is anticipated to be low as well, usually in the order
of seconds. However, our measurement results show that the
above understanding is not completely accurate in reality. It
turns out that the failure ratio and latency for short messages
can be quite high and on par with other communication means
such as legacy telephone service, email and VoIP.

A. Message delivery failure

As described in Section II-A, every message delivery con-
sists of two phases, the Mobile Originating (MO) and the
Mobile Terminating (MT) phase, each one of which accounts
for one record in the CDR trace. A failed message delivery can
be caused by a failure in either of these two phases. However,
an unsuccessful delivery attempt in the MO phase is not
shown in our traces because only those messages successfully
received by the SMSC are recorded. Therefore, in this paper
we only consider message delivery failures occurring in the
MT phase, during which the SMSC tries to forward stored
messages to their destination. Accordingly, the reported failure
ratio is an underestimate of the actual value.

In the main set of CDR traces that were logged during an
operating period with normal SMS traffic load, we observe a
significant 5.1% of messages fail to reach their destination.
In typical scenarios, a message delivery fails when the SMSC
attempts multiple times to deliver the message until either the
maximum allowable retry number is reached or the message
expires. The break down is 3.5% for the former case and 1.6%
for the latter for all the messages in our traces. Each time
a SMSC attempts to deliver a message to the recipient, the
attempt may fail due to a specific reason that can be further
read from an error code field in the SS7 trace. These reasons
are categorized in Table I. Note that the percentages reported



Failure reason Percentage Average Average delivery Explanation of failure reason
retries latency (seconds)

SMS delivery 86.4% 2.5 35.0 Caused by no page response, destination busy,
postponed memory full, destination out of service, etc.
Destination no 12.8% 1.1 4.6 The mobile receiver is no longer at the temporary
longer at this address SMS routing address. The message sender should

should not re-use the temporary SMS routing address.
Network resource 0.4% 2.6 55.5 A required terminal resource (e.g., memory, etc.) is
shortage not available to process this message.
Other causes Each accounts for less than 0.2% of failure instances

TABLE I
SUMMARY OF REPORTED REASONS FOR MESSAGE DELIVERY FAILURE

in the table are relative to the number of messages logged in
the SS7 trace and not those recorded in the CDR traces.

The failure ratio of the SMS service is worse than other
conventional communication means. For example, the call-
failure ratio for legacy telephone service is about 0.01% [12],
while the same metric for VoIP stands at 0.9% [13]. It is
difficult to come by measurement data on message loss of
the email service. In a recent study on email dependability,
Moors and Lang [8] measured the reliability levels of 16
popular, free email providers and found that end-to-end email
loss depends on the provider: while some of them have nearly
zero loss ratio for delivering emails, a few others exhibit a
loss ratio as high as 10%. By averaging over all providers,
they estimated the loss ratio to be 1.57%. Considering that our
reported SMS failure ratio (5.1%) is a conservative estimate
of the actual value, we conclude that SMS is no better than
other conventional communication means in terms of delivery
failure ratio.

B. Latency

We examine message latency as perceived both from the
cellular operator and the users. While the “operator-perceived”
latency is based on the whole set of collected messages, the
“user-perceived” latency is on a per-user basis. Message la-
tency is defined as the time that elapses between the reception
of a short message by the SMSC from the originator user
(found in the MO record) till the moment when it is actually
delivered to the destination user (logged in the MT record).
The latency in our context does not include the time needed
for a message to reach the SMSC from the moment it is
transmitted by the originator’s device. This latency component,
which also includes the air interface time of the sender, is
relatively short and in the order of a few seconds according
to [5].

Figure 2.1 plots the CDF for operator-perceived message
latency by considering all successfully delivered messages. We
observe that 91% of delivered messages have latency less than
5 minutes. Moors and Lang [8] reported that 92% of the emails
sent in their experiment were delayed for less than 30 seconds,
however the setup of their testing environment presented more
favorable conditions than the typical operational reality for
SMS: recipients’ email clients were connected to the Internet
with abundant bandwidth and without any interruption. Finally,

although the majority of short messages have latency within
several minutes, we do observe that a few messages experience
extremely large delay with the maximum recorded value
approaching 4 days and 5 hours!

User-perceived message latency is calculated only for those
users that frequently use the service and send more than
15 text messages during the nearly 15 days logged in our
trace, or one message per day on average. The CDF for such
user-perceived latency is plotted in Figure 2.2, which shows
that most users experience a relatively large average latency.
More specifically, less than 50% of users have average latency
less than 5 minutes. When we compare this result with the
average latency as perceived by the operator, one realizes the
difficulties in matching users’ expectations with operational
requirements when dealing with large user bases.

In summary, the SMS service exhibits a message failure
ratio no better than other communication media such as
telephony, VoIP and email. The average latency typically
ranges from several seconds to one hour, which explains the
characterization of the SMS service as an “almost-instant”
communication medium. Having explored the basic level of
reliability one might expect from the SMS service, we shift
our focus to three specific factors that can significantly affect
its reliability, namely flash-crowd events, bulk messaging, and
topological structure of the social network formed by SMS
users.

IV. FLASH CROWD EVENTS

In this section we report a flash crowd event observed from
the CDR logs collected around the period of New Year’s Eve
(NYE) of 2005.

A. Characteristics of a flash crowd event

Figure 4 plots the message arrival rate (per min) for the
period around the New Year’s Eve of 2005. The figure shows
a very sharp increase in SMS traffic, which occurs right
before the turn of the year. The figure also shows several
periods during which message volume is zero. As mentioned
in Section II, this is artificial and due to the intermittent data
collection process at the premises of the carrier, although the
gap that appears immediately after 00:00:00 on 01/01/2005
is due to the measurement equipment been taken offline to
reduce load in the cellular network. We further zoom in and



Duration Senders Receivers Message Message type
arrivals Mobile-to-mobile Mobile-to-ESME ESME-to-mobile

Normal [12/28/13:40:00, 12/31/16:40:00] 1,477,331 1,707,895 16,953,324 86% 2% 12%
period 3 days and 3 hours
NYE [12/31/16:40:00, 01/01/00:00:00] 911,472 2,757,274 5,486,572 95% 1% 4%

7 hours and 20 minutes

TABLE II
BASIC STATISTICS FOR A NORMAL TIME PERIOD AND FOR NYE
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Fig. 4. Message arrival rate around New Years’ Eve of 2005

plot in Figure 5.1 the message arrival rate for the last seven
hours before the year turns to 2005. The figure clearly shows
that the arrival rate is steadily increasing and reaches a peak
of almost eightfold the normal traffic level as it gets close to
mid-night.

This eightfold increase in traffic can introduce congestion,
which in turn adversarily affects the reliability of the service
as it has been experienced by ordinary users over the past
years [14]. We seek to understand how user and traffic
behavior are different between the NYE and other normal
time periods. For this purpose, in Table II we compare basic
statistics between NYE and the three days prior to NYE.
Besides confirming a much higher message arrival rate in
NYE, Table II shows that the number of senders and receivers
in NYE are significantly higher than in a normal period with
equal length. Furthermore, the last column of Table II indicates
that the majority of the traffic (95%) in NYE are for mobile-to-
mobile communications, which indicates that such a scenario
mostly reflects cellphone users’ behavior instead of content
providers’. Therefore, the activity during the NYE period
could be described as: the SMS human user population has
a sharp increase, and most of these human users send text
messages almost simultaneously. Such an activity is usually
labeled as a flash-crowd event.

We further examine the behavior of senders during the NYE
period. Figure 5.2 shows the arrival rate for distinct senders.
By considering Figures 5.2 and 5.1 together, we observe that
individual senders generate similar numbers of messages, i.e.,
2-3 messages per sender on average. In other words, the
distribution of messages among users is quite flat. Following
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Fig. 5. Statistics for traffic in NYE

this reasoning, it is clear that the exceedingly large message
volume in NYE is caused by the sharp increase of the number
of active users of the SMS service, instead of an increase in
individual user’s traffic. This observation in similar to what has
been reported for flash-crowd events that stress Web servers
in the Internet [6]. Another interesting finding is that 60% of
the users appearing in NYE did not send any messages in the
three days prior to NYE. Our conjecture is that these users
are normally infrequent text message users and yet suddenly
become active because of the special occasion.

Message failure ratio and latency in NYE are shown in
Figures 5.3 and 5.4 respectively. Figure 5.3 shows that the
message failure ratio is high but suddenly drops at 19:00:00,
then it keeps steadily increasing. Accordingly, message latency
grows from several minutes to about an hour around 19:00:00.
We speculate that this phenomenon is relevant to the queuing
policies employed by the cellular carrier, but this conjecture
needs further verification from the operator.



B. Mitigation of the impact of flash-crowd events

The observed flash-crowd event can severely disrupt system
operation by congesting the underlying signaling channels.
This is because short messages are delivered over the signaling
channels, as opposed to traffic channels that are dedicated to
carrying voice traffic. The operator needs to ensure that text
message traffic does not consume all the bandwidth of the
signaling channels as this would prevent the setup of voice,
data, and fax calls. The main approach that has been proposed
to achieve this goal is dynamic channel allocation [15], which
adopts two strategies to handle the problem. The first strategy
temporarily converts a traffic channel into multiple signaling
channels when the load due to short messages is high, thus
increasing the signaling channel capacity on demand. The
second strategy is called “immediate assignment to traffic
channel”. During peaks of SMS traffic load, whenever a voice
call is initiated, the call setup phase is immediately diverted
and handled over a traffic channel instead of a signaling
channel. As a result, the precious bandwidth of the signaling
channels is preserved for short message delivery.

V. BULK MESSAGING

In addition to mobile-to-mobile communication, SMS sup-
ports one-to-many message delivery, according to which Exter-
nal Short Message Entities (ESMEs) such as Internet content
providers can send messages en masse to multiple mobile
handsets. Since mobile network operators usually sell mes-
sages wholesale at a low price, Internet content providers and
retailers use bulk messaging as a cost-effective way to reach
a large number of their potential customers.

As it has been recently shown [5], bulk messaging can
significantly affect the reliability of the cellular systems be-
cause of two reasons: first, while mobile-to-mobile messages
are originally injected into the cellular network via the air
interface, bulk messages are usually injected via wired links
that connect the mobile carriers to the Internet. As a result of
the high bandwidth of the wired links, the incoming rate for
bulk messages can be very large compared with the limited
bandwidth of the wireless interface. Second, certain messages
in bulk are destined to many individual users simultaneously
and may consume the bandwidth of the control channel,
consequently affecting the operation of voice call services [7].

In our collected CDR traces, we identify more than one
thousand ESMEs through their distinguishing 4-digit phone
numbers. They account for about 20% of the overall traffic,
showing that mobile-to-mobile communications are still the
leading source of short messages. Nine of them are labeled
as major providers considering that each of them contributes
to more than 2% of the traffic from all ESMEs. We will
focus on these nine providers whose services include ringtone
downloading, media delivery, TV updates, headline news, etc.

An interesting observation is that traffic generated from
these providers is more dynamic than the overall traffic. This
can be seen by comparing the overall traffic from Figure 4 with
Figure 6, which depicts the message volume for four major
content providers. For the nine main content providers studied,
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the ratio between their peak traffic rate and their respective
average rate ranges from 9.4 to 53.7. It is substantially higher
than the overall traffic, for which the ratio is 3.7. Another
observation on bulk messaging is that traffic generated by
multiple ESMEs appears to be temporally synchronized to a
fairly high degree. For example, as noted in Figure 6, the peak
rate for the four providers occurs at the same time-of-day. To
further quantify this observation, we represent each provider’s
message rate as a time series and calculate the correlation
coefficient for every pair of providers. In total there are 36
pairs formed by these nine providers. One third of those have
a correlation coefficient higher than 0.8, while 55.5% of them
have a coefficent higher than 0.6. The above two observations,
high dynamics of bulk message traffic and temporal synchro-
nization of the sources, can cause congestion incidents in the
signaling channels of GSM and CDMA networks, especially
as SMS-based media and notification services are becoming
increasingly popular among mobile users.

A. Strategies to prevent congestion caused by bulk messaging

A general principle for preventing congestion is to throttle
traffic as close to the source as possible. Accordingly, rate
regulation mechanisms close to (or on) the gateways to which
those ESMEs are connected can be effective in preventing
congestion incidents. In addition, we believe it is advisable to
disrupt the synchronized traffic patterns of different content
providers by enhancing cooperation among ESMEs, in order
to have them schedule their peak rate hours at different
times-of-day. Cellular operators can appropriately adjust their
pricing policy to provide incentives to ESMEs for enabling
such cooperation.

One existing approach for limiting congestion induced by
bulk messages is filtering [16]: the SMSC intercepts all
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incoming messages and filters out bulk messages based on
rules that specify quota per provider. Cell broadcasting [17] is
another mechanism that could alleviate congestion. It has been
widely deployed, though rarely enabled in cellular networks.
By using cell broadcasting to deliver bulk messages, a few
time slots in the broadcast channel are reserved in each cell.
When bulk messages are destined to multiple recipients in the
same cell, the messages will be sent in those reserved time
slots instead of in their dedicated signaling channel.

VI. SOCIAL NETWORK OF SMS USERS

As the SMS service (and its successor Multimedia Mes-
saging Service –MMS) is becoming a very popular type of
computer-mediated communication, viruses and malware that
use SMS as transport for propagation have already started
to appear [18] [19]. With the increased communication and
computation capabilities of mobile handsets, one can only
predict that in the near future malware that propagates over
SMS/MMS will be even more commonly encountered. For
this reason, it is important to study the structure of the
social network formed by SMS users, and assess its resiliency
to the propagation of virus, worms and other malicious
software. Similar studies have been recently performed for
other computer-mediated social networks such as those formed
through the use of email (e.g. [20] [21]).

From the CDR traces we extract the social network formed
by over 7.4 million SMS users. We represent its topology with
an undirected graph: every node corresponds to a SMS user
and two nodes are connected with an edge if one or more
short messages have ever been exchanged between the users
that correspond to the two nodes. It is worth noting that due to
the construction methodology the graph is not a multigraph,
neither directed. The degree of a node denotes the number of
contacts the user has.

From this graph, we identify the largest connected subgraph,
which consists of 5,795,574 nodes, or 78.3% of the total
number of cell-phone users in the social network. Figure 7
shows the distribution of node degrees for all the SMS users
in the subgraph. As expected, the vast majority of them have
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only 1 or 2 contacts.
We also observe very few users with an unusually high

degree (more than 1000 contacts). Considering the traces only
span three weeks, it seems that these nodes correspond to
ESMEs, although in the construction of the graph we already
removed all nodes whose phone number does not start with
the digit that has been assigned to cellular users in the country
where the cellular network operates. We then calculate the
characteristic path length Lactual and the clustering coefficient
Cactual

2 of this connected subgraph and compare them with
the respective values Lrandom and Crandom of a random graph
with the same number of nodes and average node degree.
It turns out that Lactual = 3.61 � Lrandom = 3.15 and
Cactual = 0.62 � Crandom = 0.0007. The above inequalities
and the heavy-tailed distribution of node degrees shown in
Figure 7 provide strong indication that the social network
formed by SMS users follows a “small-world” structure [22].
It is well known that a small-world graph possesses the
commonly termed “six-degrees of separation” property, which
implies that infectious viruses can spread very rapidly.

To investigate the effect of the specific topology to the prop-
agation speed of a virus that uses SMS/MMS for spreading to
other handsets, we run simulations on this connected subgraph
using the simplified virus model of [22]. According to this
model, all nodes are initially considered healthy, and at time
t = 0 a randomly chosen node is marked as infected. Infected
nodes are removed permanently after a period that lasts one
unit of simulated time. During this time, each infected node
tries to infect each of its healthy neighbors with infection
probability r and the virus spreads in that fashion until it either
infects the whole population of SMS users, or it dies out.

Figure 8 plots the fraction of infected users as a function of
simulated time for different infection probabilities r. Results
are averaged over 100 simulation runs. As we can see from
the graph, the fraction of users that eventually obtain the virus

2Intuitively, the characteristic path length measures the typical separation
between two vertices in the graph, whereas the clustering coefficient measures
the cliquishness of a typical neighbourhood. The detailed definitions can be
found in [22].
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depends on the infection probability: the higher its value the
more users will be reached by using the simplified virus model.
One interesting observation though is that, regardless of the
actual value or r, the number of users that eventually get
infected reaches 90% of its maximum value in only 10 units of
simulated time. When r = 1.0, which means that all neighbors
of a node get infected and essentially the graph is traversed
in a breadth-first fashion, this means that it takes propagation
along a path of 10 hops to reach 90% of the whole population.

Figure 9 shows how quickly a virus propagates in the SMS
network when the initially infected node has different degree,
and the infection probability r is 0.6. Due to the “small-
world” structure of the SMS social network, the choice of
the node that first gets infected does not affect the speed
of propagation considerably: even when infection starts from
a node with a single contact, the time needed to reach the
maximum number of users that get affected under the given
infection probability is very close to the time needed when the
propagation is initiated from the best connected user (having
89,993 contacts!). It’s worth noting though that the choice of
the initial node (in terms of the number of contacts it has) does
affect the fraction of nodes that eventually will get infected:
the total number of nodes the virus reaches is considerably
less when the virus starts propagation from nodes with 1–3
contacts than from users with a higher node degree, as shown
in Figure 9.

VII. RELATED WORK

The role of SMS service as a popular communication
medium used by hundreds of millions of people worldwide has
sparked recent research interests in exploring the security and
vulnerability aspects of the service. Enck et al. in [5] analyze
the feasibility of launching a denial-of-service attack against
SMS-capable cellular networks via Internet SMS-gateways.
They follow a “gray-box” approach by probing the cellular
network from end-user phone devices, in an attempt to infer
the behavior of SMS delivery. In [23], Traynor et al. further

analyze the feasibility of such denial-of-service attacks. They
also discuss several techniques to mitigate the attacks through
analysis and simulations. The author of [7] comments on the
potential danger of bulk messaging, which is identified by us
as a factor potentially affecting SMS reliability. Nevertheless,
no quantitative analysis on the problem is provided in [7].
Simulated topologies are generated for the study in [4], which
analyzes malware that affects mobile phones and proposes a
simulation framework for studying virus propagation models
in such environments. In [2], the authors perform a capacity
analysis of the cellular network for supporting SMS delivery in
critical scenarios. Their study is based on parameters specified
in technical specifications of GSM networks.

In this paper instead, we follow a “white-box” approach
by analyzing real SMS traces collected from a nationwide
cellular carrier. Our presented results are based on large-scale
real measurement and data. In contrast, most of the previously
related work are based on idealized assumptions, or small-
scale experiments from a handful of mobile devices. In a recent
work [24], we presented preliminary measurement results on
the same trace used in this paper. While the focus of [24] is
statistics for SMS traffic, the current work is to identify factors
affect the reliability of SMS. In addition, we used SS7 traces
to analyze message failure ratio while [24] does not.

Several researchers [25] [26] [27] [28] [29] [30] study
the increased load imposed on the signaling channel due to
delivery of SMS/MMS messages along with buffer manage-
ment techniques to alleviate the problem. Due to the closed
nature of cellular networks and unavailability of real data, the
authors in all of these studies are forced to make assumptions
about traffic loads, service delivery times, message expiration
times and other parameters that are used in their models. The
measurement results presented in this paper can help evaluate
their proposed solutions through more realistic simulations.

Several equipment vendors have started offering solutions
for mitigating the increased load caused by large volume of
short messages and improving the reliability of the service.
Cisco [31] proposes a new network architecture that deviates
from the traditional centralized model of the SMSC and
enables edge nodes (such as MSCs) to make more intelligent
routing decisions on message delivery. Intel [32] advocates
the use of modular components to increase capacity of SMSC
and other network elements. Huawei [33] offers a multi-level
cache for their SMSC to handle excessive SMS traffic rate.
While each of these solutions has its own merit, a combined
approach would most likely bear the best results, given the
multitude of factors that affect the reliability and QoS of SMS
delivery, as we showed in the previous sections.

The analysis in Section VI on the effect of the topological
structure of the social network of SMS users was inspired
by several previous studies that were conducted for other
networks (e.g. [22] [21] [20]). To the best of our knowledge,
this is the first study of such virus propagation on a real graph
of SMS users.



VIII. CONCLUSION

The Short Message Service has been the most popular
and profitable wide-area wireless data service in recent years,
registering hundreds of millions of subscribers worldwide. As
it is being considered as a primary communication medium
in emergency situations and other mission-critical application
scenarios, an evaluation of the level of reliable and resilient
delivery service that it can offer is critical for assessing its
suitability for such purposes.

We conducted a trace-based study of the SMS service in a
real, operational cellular network, and characterized a baseline
for the reliability of SMS in terms of message failure ratio
and latency. Overall, the baseline reliability of SMS service
is no better (and in some cases worse) than that of other
communication media such as email, traditional telephony and
VoIP. However, one should interpret this result considering
the fact that the SMS service is offered in a challenging
operational environment, where disconnections due to end-
user mobility, non-ubiquitous network coverage and resource
limitations of devices are frequently encountered.

We further investigated three specific factors that could
adversely affect SMS reliability. The first factor, flash-crowd
events, can significantly disrupt the normal operations of
the underlying cellular network as a large number of sub-
scribers attempt to access the service simultaneously. The
second factor is bulk messages that are delivered mostly from
content providers to large groups of mobile users. Traffic
originated from such sources is highly dynamic, and message
arrivals from different providers appear to be synchronized.
As applications based on bulk messaging become increasingly
popular, cellular operators should take measures to protect
their networks from congestion that might occur due to bulk
messages. Last, the structure of the social network formed
by SMS users is found to exhibit the “small-world” property.
Through simulations we show that viruses and other malware
can spread rapidly in such a network.

As a final note, we would like to stress that this study
is based on measurements obtained from a single cellular
operator. It would be useful to collect traces from other mobile
carriers, to further test and validate the generality of the results
presented in this work.
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