
To appear in ACM Journal of Mobile Networks and Applications (MONET) Vol. 9, No. 3, June 2004 1

A Packet Scheduling Approach to QoS Support in Multihop
Wireless Networks

Haiyun Luo∗, Songwu Lu∗, Vaduvur Bharghavan†, Jerry Cheng∗, Gary Zhong†

∗Computer Science Dept. †Coordinated Science Laboratory
University of California University of Illinois
Los Angeles, CA 90095 Urbana, IL 61801

{hluo,slu,chengje,gzhong}@cs.ucla.edu bharghav@crhc.uiuc.edu

Abstract
Providing packet-level quality of service (QoS) is critical
to support both rate-sensitive and delay-sensitive applica-
tions in the bandwidth-constrained, shared-channel, mul-
tihop wireless networks. Packet scheduling has been a
very popular paradigm to ensure minimum throughput and
bounded delay access for packet flows. This work describes
a packet scheduling approach to QoS provisioning in mul-
tihop wireless networks. Besides minimum throughput and
delay bounds for each flow, our scheduling disciplines seek
to achievefair andmaximumallocation of the shared wireless
channel bandwidth. However, these two criteria can poten-
tially be in conflict in a generic-topology multihop wireless
network where a single logical channel is shared among mul-
tiple contending flows and spatial reuse of the channel band-
width is possible. In this paper, we propose a new schedul-
ing model that addresses this conflict. The main results of
this paper are the following: (a) a two-tier service model
that provides a minimum “fair” allocation of the channel
bandwidth for each packet flow and additionally maximizes
spatial reuse of bandwidth, (b) an ideal centralized packet
scheduling algorithm that realizes the above service model,
and (c) a practical distributed backoff-based channel con-
tention mechanism that approximates the ideal service within
the framework of the CSMA/CA protocol.
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1 Introduction
In recent years, researchers have developed numerous re-
source management algorithms and protocols for wireless
mobile networking environments [1, 2, 3, 4, 5, 6], e.g.,
QoS oriented MAC layer design, packet scheduling, mobility
management, admission control and resource reservation to

name a few. The end goal of all these proposals is to devise
effective management schemes for capacity-constrained and
highly dynamic wireless networks in order to support com-
munication intensive applications with QoS that are compa-
rable to their wireline counterparts. In many of these pro-
posed designs, fair distribution of bandwidth and maximiza-
tion of resource utilization have been identified as two impor-
tant design goals, notably for scheduling disciplines [2, 3, 7].
Fairness is critical to ensure that well-behaved users are not
penalized because of the excessive resource demands of ag-
gressive users. Maximizing resource utilization is critical
to effectively support communication-intensive applications,
e.g., web browsing, video conferencing and remote trans-
fer of large files, which can easily stress the bandwidth-
constrained wireless channel.

Achieving both fairness and maximization of channel uti-
lization in packet scheduling is particularly challenging in a
shared-medium multihop wireless network. Since wireless
transmissions are locally broadcast in the shared physical
channel, location-dependent contention exists among flows
in a neighborhood [8]. How to ensure fair channel alloca-
tion among spatially contending packet flows through packet
scheduling has not been addressed in related literature. Be-
sides, the multihop nature of a shared-channel wireless net-
work makes spatial channel reuse possible [2, 4]. How to
maximize channel reuse, and hence the aggregate network
capacity, poses another challenge. Unfortunately, the two
goals of ensuring fairness and maximizing resource utiliza-
tion have inherent conflicts in shared-medium multihop wire-
less networks, as we will illustrate in this paper. Two extreme
approaches for resolving this conflict are to either maximize
the aggregate channel utilization without any fairness consid-
erations (potentially starving some packet flows), or enforce
strict notions of fairness across all flows in the network at the
cost of possibly significant reductions in the aggregate chan-
nel utilization.

In this paper, we investigate a model for packet scheduling
that arbitrates these two design criteria in order to resolve
the inherent conflict between them. The main results of this



paper are the following: (a) a two-tier service model that pro-
vides a minimum “fair” allocation of the channel bandwidth
for each packet flow and additionally maximizes spatial reuse
of bandwidth, (b) an ideal centralized packet scheduling al-
gorithm that realizes the above service model, and (c) a prac-
tical distributed backoff-based channel contention mecha-
nism that approximates the ideal service within the frame-
work of the CSMA/CA protocol. We evaluate our approach
through simulations and simple analysis.

The organization for the rest of the paper is as follows. Sec-
tion 2 explores the design issues and the solution space.
Section 3 proposes a channel sharing model and a central-
ized packetized algorithm that achieves the proposed model
within analytically provable performance bounds. Section
4 presents a distributed backoff-based channel contention
mechanism that has the same long-term expected behavior
for channel sharing as the proposed model. Section 5 evalu-
ates the proposed mechanism through simulations. Section 6
discusses related work, and Section 7 concludes the paper.

2 Design Issues and Solution Space

2.1 Network Model

Our network model is based on the ad hoc mode of Lu-
cent WaveLAN, thede factowireless data network standard.
We consider a packet-switched multihop wireless network in
which the wireless medium is shared among multiple con-
tending users, i.e., a single physical channel with capacity
C is available for wireless transmissions. Transmissions are
locally broadcast and only receivers within the transmission
range of a sender can receive its packets. Each link-layer
packet flow is a stream of packets being transmitted from
the source to the destination, where the source and destina-
tion are neighbors. We define two flows ascontending flows
if either the sender or the receiver of one flow is within the
transmission range of the sender or the receiver of the other
flow1 [8, 14].

We make three assumptions [2, 7, 8, 10]: (a) neighborhood
is a commutative property and hence flow contention is also
commutative, (b) a node cannot transmit and receive pack-
ets simultaneously, and (c) a collision occurs when a receiver
is in the reception range of two simultaneously transmitting
nodes, thus unable to cleanly receive signal from either of
them; we ignore capture effect in this paper. We do not ex-
plicitly consider mobility and non-collision-related channel
errors in this paper; these issues will be for our future work.

1Following the CSMA/CA medium access paradigm, we assume that
data transmission will be preceded by a control handshake. Thus the nodes
in the neighborhood of both the sender and the receiver must defer transmis-
sion to ensure a successful handshake.

2.2 Design Issues

2.2.1 Location-dependent contention and spatial reuse

The locality of wireless transmissions implies that collisions,
and hence contention for the shared medium, are location de-
pendent. The location-specific nature of contention, coupled
with the multi-hop nature of the network, allows for spatial
channel reuse. Specifically, any two flows that are not in-
terfering with each other can potentially transmit data pack-
ets over the physical channel simultaneously. The selection
of simultaneous transmitters thus determines the aggregate
channel utilization, hence the packet scheduling discipline
needs to perform a judicious selection of such simultaneous
transmissions while taking into account fairness considera-
tions across flows.

In a wireline or packet cellular network, packets are sched-
uled independently at each link, and the scheduler at a link
only needs to consider flows that are contending for that link.
Fluid fairness defined for such networks is, in essence, alo-
cal property for transmitting flows over each link and packet
scheduling algorithms for achieving the fluid fairness model,
e.g., Weighted Fair Queueing, ensurelocal fairnessin the
time domain among contending flows that share a single link.
In a shared-medium multihop wireless network, fairness can-
not be defined with respect to “local” flows alone, because
of the possibility of spatial channel reuse, and the location-
dependent constraints in the selection of flows for simultane-
ous transmission. As a result, fairness has to be defined with
respect to contending flows in both the time domain and the
spatial domain.

2.2.2 Conflict between fairness and maximizing channel
utilization

In a wireline link or a cell in a packet cellular network, at
most one flow can transmit at any time, and the scheduling
of packets across different links/cells is independent. In the
target environment, multiple flows may transmit simultane-
ously, but the transmission of a flow in a region has an im-
pact on which other flows can transmit in the rest of the net-
work. The “global” nature of packet scheduling in multi-hop
shared channel wireless networks leads to a conflict between
achieving fairness and maximizing aggregate channel utiliza-
tion. For example, consider the five backlogged flows in Fig-
ure 1. In order to maximize aggregate channel utilization, a
simple solution is to starve flowsF1, F2, andF4 and letF3

andF5 transmit all the time. This way, the aggregate chan-
nel utilization is2C (whereC denotes the physical channel
capacity). It is easy to verify that the aggregate channel uti-
lization will be less than2C if flows F1, F2, andF4 receive
non-zero channel allocations.

The above example illustrates the fundamental conflict be-
tween achieving flow fairness and maximizing overall sys-
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Figure 2: Generating a flow graph

tem throughput. Specifically, some flows may need to be
starved to maximize channel utilization and conversely, en-
forcing any notion of “fairness” across flows may result in
sub-optimal channel utilization. The basic issue is thus the
trade-off between these two conflicting criteria.

2.3 Solution space

The goal of this work is to address the trade-offs between
achieving fairness and maximizing channel utilization.

At one end is the approach that achieves some predefined
notion of fairness without taking channel utilization into ac-
count [23]. At the other end is the approach that always tries
to schedule the largest number of non-conflicting backlogged
flows at any time, thereby maximizing aggregate channel uti-
lization while potentially starving some flows. In this work,
we explore the middle ground - we enforce a basic notion
of fairness that ensures that each flow receives a minimum
channel allocation; subject to this constraint, we seek to max-
imize aggregate channel utilization. Of course, the interest-
ing question is how the channel utilization improves as the
fairness model becomes coarser. Depending on the require-
ments of the system, the network administrator can poten-
tially choose a particular point in the solution space.

Specifically, we investigate two points in the solution space:

1. A flow i with weightri receives a lower bound on chan-
nel allocation of ri∑

j∈B(t1)
rj
C(t1, t2) over an infinites-

imal time period(t1, t2), whereB(t) is the set of back-
logged flows in the entire network at timet. Subject to
this lower bound on channel allocation, the scheduling
discipline tries to maximize aggregate channel alloca-
tion. This fairness model isglobal and topology inde-
pendentin the sense that it assumes the worst case that

all flows contend with each other.

2. A flow i with weightri receives a lower bound on chan-
nel allocation of ri

k.
∑

j∈B(i,t1)
rj
C(t1, t2) over an in-

finitesimal time period(t1, t2), whereB(i, t) is the set
of backlogged flows within a two-hop distance (in the
node graph) of flowi at time t and k is a constant.
Subject to this lower bound on channel allocation, the
scheduling discipline tries to maximize aggregate chan-
nel allocation. This fairness model islocal andtopology
dependentbecause it provides a lower bound on chan-
nel allocation with respect to the current contention in
the locality of the flow.

The first approach provides for coarser fairness than the sec-
ond model, requires global backlogged flow information to
achieve the schedule, but providesa priori worst-case bounds
on channel allocation that does not change with the network
topology and results in possibly higher aggregate channel uti-
lization. Even though the fair share for each flow may be
smaller, its location-independent fairness feature may make
this approach attractive for highly mobile flows. Besides, this
approach may lead to higher system-wide throughput. In the
rest of the paper, the model and algorithms that we propose
can achieve both these approaches, and we evaluate the fair-
ness and utilization trade-offs for these two approaches.

3 The Packet Scheduling Model
In this section, we propose an idealized packet scheduling
framework that addresses the design issues identified in the
previous section. We first describe a fluid channel sharing
model in which each packet flow is treated as a fluid flow.
We then describe a packetized algorithm that emulates the
fluid model in a packet switched network and we analyze its
properties. Our framework is idealized because we assume
complete knowledge of the network topology and flow infor-
mation at the scheduler.

3.1 The fluid model and the flow contention
graph

In the fluid model, the granularity of channel sharing is a bit,
and each flowf is assigned a weightrf [11]. The goal is
to assign a minimum channel allocation to each flow propor-
tional to its weight, and subject to this constraint, maximize
the aggregate channel utilization.

Our first step is to convert flows in a generic network topol-
ogy into aflow contention graph,which characterizes the
space-time contention relationship among transmitting flows.
In a flow contention graph, each vertex represents a back-
logged flow, and an edge between two vertices denotes that
these two flows are contending (as defined in Section 2.1).
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Vertices that are not connected denote flows that can transmit
simultaneously. Thus, an independent set in the flow con-
tention graph denotes a set of non-conflicting transmissions.
Figure 2 illustrates the generation of the flow contention
graph from the network topology.{F1, F4} and {F2, F5}
are independent sets and can thus transmit simultaneously.

Looking at the flow contention graph provides an insight into
why fair scheduling in the target domain is a uniquely diffi-
cult problem. Disconnected subgraphs in the flow contention
graph can be scheduled independently. In a wireline net-
work, (link-layer) flows that share the same output link form
a clique and the network is represented by a collection of
disjoint cliques; therefore each clique can be independently
scheduled and there is at most one transmitter in a clique at
a time. In a shared channel multihop wireless network, the
task is to identify a sequence of independent sets (i.e. simul-
taneous transmitters) subject to the topology constraints of
the graph, such that each flow receives a minimum represen-
tation in the sequence of independent sets and at the same
time, the aggregate cardinality of these sets is maximized.

Our approach is to first achieve the fairness model by select-
ing a set of flows for transmission in afair queueing phase,
and then maximize channel utilization by selecting additional
flows for transmission in amaximum independent set phase
subject to the selection of the flows in the fair queueing
phase. The precise details of the algorithm in the two phases
decide whether the fairness model isglobal or local (as de-
fined in Section 2.3).

3.2 Achieving a minimum fair share through
fair queueing

Fluid fair queueing mandates that when a set of flows share
a channel, a flowf with weightrf receives a channel alloca-
tion ofC rf∑

j∈B(t)
rj
δt over any small time windowδt, where

C is the channel capacity andB(t) is the set of backlogged
flows at timet. Several packetized scheduling algorithms ex-
ist to approximate the fluid fair queueing model. We now
present a hybrid variant of Start time Fair Queueing (STFQ)
[18] and Worst-case Fair Weighted Fair Queueing (WF2Q)
[17], which we use as the starting point of our scheduling
discipline in the idealized scheduling framework.

Each flow has a queue for its packets. Packets in a flow are
served in FIFO order. Each packet has two tags, astart tag
and afinish tag. The start tag of thenth packet of flowf is
specified as

STf,n = max{v(tf,n), FTf,n−1}

and the finish tag of thenth packet of flowi is specified as

FTf,n = STf,n + L/rf

whereSTf,n andFTf,n denote the start and finish tags,v(t)

is thevirtual time at timet, tf,n denotes the arrival time of
the packet, andL is the fixed packet size.

The virtual timev(t) at time t is set to the start tag of the
packet currently being transmitted on the channel.

After the transmission of a packet, the next packet to transmit
is selected according to the following algorithm.

• Among all packets whose start tag is not greater than
v(t) + L, the packet with the minimum finish tag is se-
lected.

• If there is no such packet, then the packet with the min-
imum start tag is selected.

Ties are broken arbitrarily.

We now present the idealized packet scheduling algorithms
for achieving the global and local fairness models respec-
tively.

Recall that in the global fairness model, a backlogged flow
i receives a channel allocation of at leastC

rf∑
j∈B(t)

rj
δt in

time (t, t+ δt), whereB(t) is the set of all backlogged flows
in the network. This fairness property is identical to the
one approximated by the packetized fair queueing algorithm
above. Thus, we use this algorithm to provide a “basic” al-
location, and subject to this allocation, we seek to maximize
the aggregate channel reuse according to the following algo-
rithm.

1. Select the head of line packet of flowf∗ according to
the packetized fair queueing algorithm described above.

2. Select the maximum independent setSf∗ inG−N [f∗],
whereG denotes the set of all flows in the flow con-
tention graph andN [f ] denotes the closed neighbor-
hood of flowf in the flow contention graph.

3. Schedule packets for transmission in{f∗}∪Sf∗ . Incre-
ment the start and finish tags for flowf∗, but not for any
of the flows inSf∗ .

The fact that the tags are not incremented for the flows inSf∗

enables the scheduler to achieve the maximum possible ad-
ditional channel reuse given the allocation forf∗ “for free”,
i.e. the flows that receive additional channel allocation are
not charged for it by increasing their tags. We present a sim-
ple analysis of the properties of this algorithm in Section 3.3.

Recall that in the local fairness model, a backlogged flow
f receives a channel allocation of at leastC

rf∑
j∈B(t)

rj
δt in

time (t, t+ δt), whereB(t) is the set of all backlogged flows
in its closed neighborhood. In contrast to the global fair-
ness model, achieving local fairness using the packetized fair
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queueing algorithm is a little more subtle, and requires the
following modification: letD be a “basic” set of flows as
defined below; the virtual timev(t) is set to the maximum
of the start tags of the head of line packets of the flows in
D. With this modified packetized fair queueing algorithm,
we now define the algorithm for achieving the local fairness
model as follows. After the transmission of a packet,

1. SetD to NULL. For each flow, if the start tag of the head
of line packet of a flow is not greater thanv(t)+L, then
set the state of the flow tocontend , else set the state
of the flow tono-contend.

2. If there is no flow incontend state, then add the flow
with the minimum start tag toD and skip to the next
step. Otherwise, while there are flows in thecontend
state, select the flowf with the minimum finish tag of
the head of line packet and addf to the setD. Set all
flows in the closed neighborhood off , N [f ], to no-
contend .

3. Update the virtual timev(t) to the maximum start tag of
the head of line packets among flows inD. Update the
start and finish tags of the flows inD.

4. Select the maximum independent setS in the graphG−
N [D].

5. Schedule the flows inS ∪ D for transmission. Do not
increment the start and finish tags of the flows inS.

The setD contains the flows that receive channel allocation
as a result of the local fairness property, while the setS con-
tains the flows that receive additional channel allocation in
order to maximize aggregate channel utilization.

3.3 Approximating the maximum indepen-
dent set

In the previous section, our idealized scheduling algorithms
use a maximum independent set generation algorithm in or-
der to maximize channel utilization subject to minimum fair-
ness constraints. A maximum independent set of a graph
is a subset of vertices with largest cardinality such that no
two vertices in the subset are neighbors in the graph. While
this is a well known NP-complete problem [13], we use a
minimum-degree greedy algorithm to approximate the max-
imum independent set. The pseudocode is shown in figure
3. The algorithm incrementally grows an independent set by
adding the vertex of the minimum degree, removing it along
with its neighborhood from the graph, and iterating on the
remaining graph until empty. In graphs with degree bounded
by ∆, the greedy algorithm achieves a trivial performance ra-
tio of ∆ + 1, since at most∆ + 1 vertices are removed from
the graph and at least one vertex is added to the independent
set at each iteration. A more careful analysis in [15] shows

S: the set of nodes in the graph
v : a node in the setG
N(v) : adjacent node set ofv
d(v) : degree of nodev
B: output set

B ← φ

while S 6= φ

choosev such thatd(v) = min d(w), w ∈ S
B ← B ∪ v
S ← S − {{v} ∪N(v)}

returnB

Figure 3: Minimum-degree Greedy Algorithm

that this greedy algorithm achieves a performance ratio of
(∆ + 2)/3.

3.4 Slot queues and packet queues

In our idealized scheduling algorithms, we update the start
and finish tags when a flow receives channel allocation as a
part of its “fair share”, but not as a part of additional channel
allocation for maximizing utilization. In order to accommo-
date this selective updating of tags, we decouple “slots”, the
unit of channel allocation, from “packets”, the unit of trans-
mission. A flow maintains two queues: a slot queue and a
packet queue. Start and finish tags are associated with slots
and not packets.

When a packet arrives for a flow, it gets added to the packet
queue, and a new slot is added to the slot queue. Correspond-
ing start and finish tags are assigned to the new slot. If a
flow receives service through the fair queueing phase, then it
transmits the head of line packet from the packet queue and
deletes the head-of-line slot from the slot queue. If it receives
service through the maximum independent set phase, it trans-
mits a packet from the packet queue, but leaves the slot queue
unchanged.

When all packets are fixed size, the slot queue and packet
queue decoupling is easily accomplished, as described above.
For variable length packets, the same decoupling principle
works, but is more involved and not discussed further in this
paper.

3.5 Analytical Properties of the Packetized Al-
gorithm

We now briefly characterize the properties of the idealized
scheduling algorithm analytically. Due to space constraints,
we only present the properties for the algorithm that achieves
the global fairness model.
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3.5.1 Fairness and throughput in the basic channel

First note that each backlogged flow will always receive a ba-
sic fair service by assuming that no spatial reuse was avail-
able. That is, each flow receives at least a fair share from the
basic physical channel capacityC. Then both the long-term
throughput and packet delay bounds, developed for a stan-
dard WFQ scheduler [12] hold for the basic physical chan-
nel.

Theorem 3.1 (Short-term fairness over the basic channel)
LetWf (t1, t2) denote the service (in bits) that flowf receives
in the basic channel during[t1, t2]. Then the difference in the
service received by two backlogged flowsf andm is given
as: ∣∣∣∣Wf (t1, t2)

rf
− Wm(t1, t2)

rm

∣∣∣∣ ≤ L

rf
+

L

rm
. (1)

Theorem 3.2 (Short-term throughput over the basic chan-
nel) Consider a backlogged flowf over [t1, t2]. Let
Wf (t1, t2) denote the service (in bits) that flowf receives in
the basic channel during[t1, t2]. Then the following through-
put bound for flowf holds:

Wf (t1, t2) ≥ rf∑
i∈B(t1,t2) ri

C(t2 − t1)− L, (2)

whereB(t1, t2) denotes the backlogged flow set over[t1, t2],
andC is the basic channel capacity.

3.5.2 Spatial reuse

We now characterize the optimality of spatial reuse and the
spatial reuse gain.

Theorem 3.3 (Optimality of spatial reuse) Consider all the
feasible scheduling policies that allocate each backlogged
flow at least a weighted fair share of channelC. Then the
optimal solution to the maximum independent set problem of
Section 3.2 maximizes spatial reuse of bandwidth in this fea-
sible scheduling policy space.

Proof This theorem can be proved via contradiction.
Given a network topology, denote all the maximum indepen-
dent sets (MIS), which are sorted by the descending order
of their cardinality, asC1, C2, . . . , Cm. Consider an arbi-
trary flow f . In order to provide a basic fair share forf , our
scheduling algorithm described above will generate a flowf
dependent MISCk. Let us assume that there is another MIS
Cl with its cardinalityl > k, which also includes flowf and
can provide the same basic fair share for flowf asCk. It is
easy to see that the choice ofCl will result in larger spatial
reuse than MISCk, while providing the same basic fair share
for flow f . However, this is impossible, because it means that

bothCl andCk will be the flowf dependent MIS but their
cardinalities are different, i.e.,l > k. This contradicts the
definition of a maximum independent set for a given flow.2

Remark 3.1 If we enlarge the space to include all possible
scheduling policies in Theorem 3.3, then the optimality of
spatial reuse may not hold true any more. In fact, a policy
in which only certain flows are selected and others remain
starved, may achieve even higher spatial reuse.

Remark 3.2 Theorems 3.1 and 3.3 state that our algorithm
arbitrates fairness and maximal resource utilization in the
following sense: fairness is ensured among backlogged flows
in the basic channel, and spatial reuse is maximized subject
to the fairness constraint in the basic channel.

Define the spatial reuse gainγ to be the ratio of total spatial
reuse of bandwidthR and the basic channel capacityC, i.e.,
γ = R

C . Then the following theorem characterizes the spatial
reuse gain:

Theorem 3.4 (Spatial reuse gain) Considern backlogged
flows. Let flowf ’s independent set havenf flows, obtained
via an approximation algorithm to the maximum independent
set problem. Then the spatial reuse gain is given by:

γ =
n∑
f=1

rfnf , (3)

where rf denotes the normalized weight of flowf, i.e.,∑n
f=1 rf = 1. 2

4 A Distributed Implementation
In Section 3, we have presented an ideal centralized algo-
rithm, where the scheduler is assumed to have the perfect
knowledge of the per-flow information at each node in the
entire network flow graph. However, packet scheduling in a
multihop wireless network is an inherent distributed compu-
tation problem. How to design an effective distributed im-
plementation of packet scheduling in such networks that ap-
proximates the ideal centralized algorithm of Section 3 is the
task of this section.

4.1 Two Design Issues

4.1.1 Distributed nature of packet scheduling in multi-
hop wireless networks

In a multihop wireless network, spatially contending flows
may originate from different sending nodes. Unlike wire-
line or packet cellular networks, no single logical entity for
scheduling of these flows is available. Besides, per flow in-
formation, e.g., the backlogged status and packet arrivals for
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Figure 4: Information propagation along a spanning tree with
spatial contention

each flow, is “distributed” among these sending nodes, and
each sender does not have direct access to other flows’ in-
formation at other senders. Consider Figure 2 again, each of
the six sendersA to F does not know the packet-level in-
formation of flows at the other five nodes. This illustrates
that packet scheduling in a multihop wireless network is a
distributed computation problem by its nature.

4.1.2 Information propagation in a broadcast medium

If we adopt the global topology-independent fairness model,
when a new flow joins the network (possibly after an admis-
sion control process) or an existing flow exits the network,
we may have to propagate this information,in minimum time,
to the entire network graph. However, if we adopt a local
topology-dependent fairness model (see Section 2.3), we do
not need a global networkwide infrastructure for flow infor-
mation propagation. Flow information only needs to be prop-
agated to its one-hop neighborhood in the flow contention
graph.

In the following, we will focus on the problem of information
propagation if a global topology-independent fairness model
is adopted. In a network that has point-to-point links, the op-
timal solution to propagate information from a given node to
all the rest nodes of the network in minimum time is to build
up a shared, minimum-height spanning tree, and the solu-
tion can be obtained using breadth-first search algorithm or
a more generic Dijkstra’s algorithm. However, in a shared-
channel multihop wireless network, the wireless medium is a
local broadcast channel, and there are potential collisions for
packet transmissions in a spatial locality. As a result, prop-
agating information along a minimum-height spanning tree
may not be optimal any more! This can be illustrated through
the example shown in Figure 4. Figure 4.(a) shows the stan-
dard spanning tree, and in a network with point-to-point links
only, the transmission times to propagate information from
root A to all the rest nodes will be 3 units (i.e, the height of
the tree). However, since both B and C are within range of
E (the dotted line between two nodes in the Figure denotes
that they are within communication range of each other), in
order to propagate to all the nodes, sibling nodes B and C
cannot transmit concurrently to their children (otherwise, E

bf : flow f ’s backoff value in minislots
zf : allocated transmission slots for flowf
rf : flow f ’s weight
F : the flow set in the flow contention graph
Sf (0), Sf (2), . . . , Sf (rf − 1): the scheduling order of flowf using WRR

with spreading /*Sf (i) ∈ {0, 1, . . . ,
∑

k∈F rk}*/
kf : the number of packet transmissions that flowf has received in the

current cycle
d(f): flow f ’s degree in the flow contention graph
N (f): f ’s one-hop neighborhood in the flow contention graph
cf : flow f ’s slot location in the current cycle
cf : 0, 1, ..,

∑
f∈F rf ; 0, 1, ..,

∑
f∈F rf ; . . . /*global fairness*/

cf : 0, 1, ..,
∑

i∈N (f)
ri; 0, 1, ..,

∑
i∈N (f)

ri; . . . /*local fairness*/

initialization for flowf :
if(GLOBAL FAIRNESSMODEL)

zf ← Sf (0);
if(LOCAL FAIRNESSMODEL)

tmp← (
∑

i∈N (f)
ri)/rf ;

zf ← random (tmp); /* zf ∈ {0, 1, . . . , tmp− 1} */

at timet, for flow f

if cf = zf { /* transmitting in the basic channel */

bf ← 0; /* backoff is reset to zero */

kf ← (kf + 1)mod(rf ); /*update transmissions forf*/

if(GLOBAL FAIRNESSMODEL)

zf ← Sf (kf ); /* next scheduling order */

if(LOCAL FAIRNESSMODEL)
tmp← (

∑
i∈N (f)

ri)/rf ;

zf ← kf × tmp + random (tmp); }
else /* for spatial reuse transmission */

bf = df /* backoff value set to be the flow degree */

Figure 5: Pseudocode for backoff-based implementation

perceives collisions). Hence, A has to transmit to B and C
sequentially (but not concurrently), and it takes 4 units to
reach to all nodes, as shown in Figure 4.(b). However, if we
construct the tree as in Figure 4.(c), we only need 3 units to
propagate information from A to all nodes.

In essence, unlike in a point-to-point link medium, sibling
nodes (located at the same level) in the tree may not be able
to concurrently transmit in a broadcast medium due to spatial
contention. This effectively increases the total propagation
time needed to propagate information to all the nodes along
the tree.

4.2 A backoff-based distributed algorithm

4.2.1 Algorithm description

In this section, we describe a backoff-based distributed im-
plementation that effectively approximates our proposed al-
gorithm of Section 3. A brief overview of our implementa-
tion is as follows (a pseudo code for the backoff-based im-
plementation is shown in Figure 5).
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We assume a CSMA/CA based MAC protocol. For each data
packet transmission, there is a RTS-CTS-DATA-ACK data
handshake, and each transmitting station will sense the car-
rier before sending out its RTS message. Each backlogged
flow will set an appropriate waiting time (i.e., backoff value
in terms of mini-slots) before it transmits a RTS message.
Proper setting of the backoff value depends on the choice of
the specific scheduling and fairness model. In our implemen-
tation, we set the flow with the minimum scheduling prece-
dence in the basic channel to have a zero waiting time, and it
will transmit immediately, in order to provide worst-case fair
allocations. In the meantime, other flows will set their back-
off waiting time to be equal to their flow degrees. Therefore,
the node with smallest degree in the flow contention graph
will transmit a RTS request first; upon hearing the RTS mes-
sage, all its neighboring nodes will backoff until the com-
pletion of this packet transmission. In the meantime, flows
beyond its two-hop neighborhood may potentially transmit
concurrently; again flows with smaller flow degrees will get
higher priority for transmission. This way, our implementa-
tion can realize the minimum-degree greedy approximation
to the maximum independent set problem described in Sec-
tion 3.

In the following section, we focus on the distributed imple-
mentation for the global fairness model. The distributed im-
plementation of the local fairness model is presented in sec-
tion 4.2.3.

4.2.2 Implementation of the global fairness model

If we adopt a global fairness model (see section 2.3), the flow
information, e.g., the number of flows in the network, each
flow’s weight, has to be propagated in the entire network
topology. Therefore, an information propagation infrastruc-
ture needs to be available for this purpose. To this end, we
construct a core-based shared tree for information propaga-
tion. The shared tree supports a collision-free downstream
(i.e., from core node to other nodes in the network) message
multicast in the network topology.

Approximating the fair queueing algorithm in the ba-
sic channel. For the global topology-independent fairness
model, we need to approximate the fair queueing algorithm
described in Section 3.1.2. To this end, the core node (of
the shared tree) maintains per-flow information, and calcu-
lates a scheduling order for each flow using a weighted round
robin with spreading [3]. Then the core node will propagate
the scheduling order for each flow along the shared multi-
cast tree. Consider a flowf in the flow setF of the network
topology, we normalize the flow weights for flows inF such
that the smallest flow weight inF is normalized to be one,
then we set the weight of flowf to be equal to its normalized
weightrf . If we define a “cycle” as

∑
f∈F rf slots, then each

flow should transmit exactlyrf slots in each cycle. The WRR

with spreading is essentially an approximation of WFQ algo-
rithm by assuming thateach flow were always backlogged
and the packet size is the same for each flow. Its worst-case
performance bound, in terms of throughput, packet delay and
fairness, is the same as the WFQ algorithm. However, if cer-
tain flows become idle, then the above algorithm will deviate
from the WFQ algorithm. Specifically, extra bandwidth (due
to idle flows) will not be allocated to backlogged flows that
are waiting to be served in the basic channel; instead, we will
give spatial reuse higher priority. That is, the slot allocated to
an idle flow in the basic channel will not be allocated to an-
other backlogged flow in the basic channel; it will be shared
among multiple concurrent transmitting nodes (that belong
to a flow-dependent maximum independent set).

Realizing the minimum-degree greedy algorithm. In our
implementation, we take a backoff-based approach to the
minimum-degree greedy approximation of the maximum in-
dependence set problem. The backoff based mechanism
works as follows: for each packet transmission, each flow
sets a backoff timer and waits for a number of mini-slots
before transmitting a RTS request to its neighboring flows.
Upon hearing a RTS request, every flow (in its neighbors)
will disable its backoff timer and restrain from transmission
until the transmitting flow finishes its current packet trans-
mission. In our implementation, we set the backoff value to
be equal to its flow degree. Therefore, flows with smaller
flow degree will always transmit before the flows with larger
degree if there are no transmissions going on in its neighbor-
hood (i.e., no RTS-CTS handshake is heard in its neighbor-
hood). This scheme effectively approximates the minimum-
degree greedy algorithm.

At the start of the algorithm, flow degree discovery can
be achieved by piggybacking the information in the initial
packet several transmissions. If we adopt a global fair-
ness model, discovering the flow degree will take at most∑
f∈F rf packet transmissions considering the fact that it

takes
∑
f∈F rf transmissions for flows in the basic channel

to transmit at least each packet per flow.

The underlying MAC-layer support. In our MAC-layer
design, a sequence of RTS-CTS-DATA-ACK handshake is
initiated for each data packet transmission, and this message
exchange is preceded by a backoff of certain number of min-
islot times. When a node has a packet to transmit, it will also
wait for an appropriate number of mini-slots (for flows with
minimum scheduling order in the basic channel, its backoff
value is zero; for flows in concurrent transmissions due to
spatial reuse, its backoff is set to be the flow degree).

In general, the backoff period (before each flow’s transmis-
sions) will generate overheads for channel utilization. How-
ever, the period of each minislot can be set to be small (but

8



larger than twice of the one-hop propagation delay). This
may decrease the bandwidth overhead; besides, reducing the
minislot size and increasing the backoff value (in terms of
minislots) also help to reduce the probability of potential col-
lisions among neighboring conflicting flows.

Information propagation via the conflict-free shared tree.
When a new flow comes in or an existing flow terminates
its transmission, if we adopt a global topology-independent
fairness model, this flow information has to be propagated to
all senders in the graph. To this end, the initiating flow will
propagate this information to a pre-specified core node in the
specific graph, and the core node will multicast this informa-
tion to each sender in the network topology. In the multicast
message, the core node will also include a TTL field (set to
be equal to or more than the height of the tree). Upon receiv-
ing this message, each node records the TTL field and waits
until its TTL expires and then updates its information accord-
ingly. This way, nodes in the network graph can synchronize
their information updates.

Our design goal is to propagate this information,in mini-
mum time, from the core node to the rest of nodes in the net-
work graph. This is equivalent to constructing a conflict-free
minimum height spanning tree. We seek to build up a core-
based shared tree that provides minimum time transmissions
from the core node to all other nodes in the tree and ensures
conflict-free concurrent delivery for sibling nodes at the same
height of the tree.

Constructing conflict-free shared tree. In this section, we
give an overview of our conflict-free shared tree algorithm (a
pseudo code is shown in Figure 6). In our algorithm, we
start with a standard core-based shared spanning tree that
can be achieved by constructing the spanning tree for each
node using the breadth-first search algorithm, and selecting
the minimum-height spanning tree from these trees.

Given the spanning tree, we resolve collisions among sib-
ling transmitting nodes through delaying packet transmis-
sions along some branches of the tree (see Figure 4(c) for
an example). For this purpose, each transmitting node main-
tains a delay counterCd, which records the delay time for the
packet transmissions in its branch.

We use a backoff-based mechanism to construct a conflict-
free shared tree. We take an up-down approach (i.e., starting
from the root node) and start from the nodes closest to the
core node. Every transmitting node senses the channel and
waits for a backoff number of minislots before initiating its
RTS-DATA multicast message (note that no CTS or ACK is
used due to the multicast nature of this problem, and DATA
in this context means multicast message). We set the backoff
value of a transmitting node to be the difference between the
height of the tree and the height of the current branch that

Dc: delay counter of a node
bn: backoff value of noden in minislots

Sender side:
Dc = 0;
bn =treeheight-branchheight;
while bn > 0

wait for one minislot;
if(CLEAR CHANNEL)

bn ← bn − 1;
else

Dc ← Dc + 1;
bn =treeheight-branchheight;
wait until the completion of current transmission;

transmit RTS and DATA;

if (received NACK)

updateDc ← Dc + 1 with probabilityp

Receiver side:

if(hears a collision)

broadcast a NACK message;

Figure 6: Pseudocode for conflict-free multicast tree

the node belongs to. Therefore, the higher the branch, the
smaller the waiting time. This way, we give priorities to the
branches with larger height, and may delay the transmissions
of other shorter branches in the presence of potential colli-
sions. When a transmitting node either hears RTS or senses
collisions, it increments its delay counterCd by 1, thus de-
laying transmissions along its branch.

At the receiver side, a single receiver may be within the trans-
mission range of multiple transmitters. In our algorithm,
whenever it senses collisions, it broadcasts a NACK message
to the senders. Upon receiving the NACK message, the trans-
mitting nodes will randomly decide whether to increase their
delay counterCd by one or not.

Further comments. In the implementation we present
above, we set the backoff value for spatial reuse flows equal
to their flow degree in the flow graph. If the flow degree
is large, the backoff value will be large and this may poten-
tially increase the waiting time overhead. Consider a sim-
ple case that the flow degrees in a flow contention graph
will be {1, 5, 7, . . .} in the ascending order. Then accord-
ing to the algorithm we described above, the waiting time (in
terms of minislots) will be set to be{1, 5, 7, . . . , }. However,
a more efficient way to do this is to set the backoff value as
{1, 2, 3, . . .},which we called normalized flow degree. To do
this, if the global fairness model is adopted and the shared-
tree is available, we may also propagate the flow degree in-
formation back to the core node, and the core node sorts the
flow degree and propagates the normalized flow degree back
to each flow. Then the flow can set the waiting time to be the
normalized flow degree.
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Another potential drawback of the implementation presented
above is that the core code maintains per-flow information
(i.e., flow’s weight, etc.). Eliminating per-flow information
management at the core node is possible through the fol-
lowing approach: the core node only maintains the aggre-
gate flow information

∑
i∈F ri. Upon receiving the aggre-

gate flow informationβ
∑
i∈F ri from the core node where

β ≥ 1 is a positive number, each flow will generateri
random numbers in the range of[0, β

∑
i∈F ri], as its lo-

cal scheduling order for the basic channel. Definitely, the
scheduling order generated this way is not guaranteed to be
globally unique, thus multiple flows may seek to transmit si-
multaneously over the basic channel. However, as long as
they are locally unique in a spatial neighborhood, it will not
generally lead to collisions. Besides, the choice ofβ reflects
a tradeoff between backoff efficiency and potential collision
probabilities.

4.2.3 Implementation of the local fairness model

The major difference between the global fairness model and
the local fairness model is the definition of basic fair share for
each individual flow (see section 3.2). Otherwise, both mod-
els can use identical algorithm to improve spatial channel
reuse, e.g., through simultaneously transmitting flows in the
appropriate maximum independent set. This can be done by
using the backoff-based approach described in section 4.2.2.

Thus we need different approaches to realize the fair queue-
ing algorithm in the basic channel for these two models. In
this section, we focus on realizing the basic fair share using
the local fairness model.

Realizing the basic fair services. We still use the
CSMA/CA based MAC paradigm. In our implementation,
each node maintains a local table, which records the tagging
information for flows within its one-hop neighborhood, i.e.,
the service tags for these neighboring flows. By comparing
a flow’s service tag with the service tags of its neighboring
contending flows, each flow decides whether it should trans-
mit or not to ensure its basic local fair share. A flow only
transmits if it has the minimum service tag in its local table.

Neighboring flow information propagation. Since there
is no need for global flow information maintenance at any
node of the topology, we do not need any information prop-
agation infrastructure support. However, we indeed need to
propagate flow information among contending neighboring
flows. Our approach is to piggyback flow information in the
data packet and the RTS-CTS-DS-DATA-ACK handshake.
By setting nodes into the promiscuous mode as specified in
the IEEE 802.11 standard, neighboring nodes overhear the
piggybacked flow information of the on-going transmission
and update their records.
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Figure 7: Ex 1: Node graph
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F3 F4

Figure 8: Ex 1: Flow contention graph

Comparison with the global fairness model implementa-
tion. Our local fairness model implementation saves the
overhead of maintaining the conflict-free information dis-
semination tree, and is more robust to topology dynamics.
However, this is achieved at the cost of more piggybacked
flow information in the data packets and handshakes, and the
overhead of per-local-flow information maintenance at each
individual node.

5 Simulations
In this section, we evaluate our algorithms by simulations.
Some key features of our proposed algorithms are as follows:
(local or global) fair share of the basic channel, maximum
spatial reuse, minimum-time information propagation along
the conflict-free multicast tree, and fully distributed imple-
mentation. In the following, we present three examples to
illustrate the effect of these features.

We use the following performance measures to evaluate the
algorithms.WG

f : number of transmitted packets of flowf
during the simulation lifetime by using the global topology-
independent fairness model;WL

f : number of transmitted
packets of flowf during the simulation lifetime by using the
local topology-dependent fairness model. We simulate flows
with Constant Bit Rate application model inns-2simulator.
The radio model is based on existing commercial wireless
network (e.g. Lucent WaveLAN), with a radio transmission
range of 250 meters and channel capacity 2Mbit/sec. The
packet size that we employ is 512 bytes. Each simulation is
run for 50 seconds. We use equal flow weight throughout
the network. We simulate the algorithms under three simu-
lation scenarios. For comparison purpose with IEEE 802.11
DCF standard, we set the flow weight to be the same for all
simulations, but flow weights can be chosen arbitrarily in our
algorithms.
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Simulation scenario 1. We simulate five flows in a small
network topology illustrated in Figure 7. The flow contend-
ing graph is shown in Figure 8. We use this scenario to
demonstrate the effectiveness of the global fairness model
in term of both fairness and overall throughput, compared
with IEEE 802.11 DCF.2 The throughputs are shown in Fig-
ure 9 and 10. From the simulation results, we can see that
IEEE 802.11 DCF provides unfair service with flow F0 al-
most starved, while our model provides fair channel access
among these five flows. Also flow F4 gains a 55% spa-
tial reuse of the channel capacity. In fact, even the overall
throughput of our service model is 29.8% higher than IEEE
802.11 DCF, since we have explicit coordination effort to re-
duce collisions.

2In this small topology, both the global fairness model and the local fair-
ness model have the same defined fair service for each flow.
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Flow 802.11 WL
f WG

f Flow 802.11 WL
f WG

f

0 10334 7285 8346 1 82 870 597
2 2325 2004 6558 3 2060 2431 597
4 25 1338 597 5 40 1141 597
6 177 1120 597 7 163 1466 597
8 4199 2257 597 9 2765 3868 597
10 5296 3837 7750 11 409 1370 597
12 11408 3929 7750 13 165 3626 597
14 850 7471 8346 Total 40298 44013 44720

Table 1: Ex 2: Throughput comparison
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Simulation scenario 2. In this example, we evaluate the
distributed implementation described in Section 4. The node
graph and flow contention graph for this example are shown
in Figures 11 and 12. We first evaluate the algorithm that
seeks to construct the conflict-free minimum spanning tree
for the node graph. The tree built using our algorithm is
shown in Figure 13. We also plot the standard minimum-
height spanning tree in Figure 14. As a result, the total trans-
mission time saves 1 units, reducing from 4 units to 3 units.

Next we compare the performance of the implementations of
the local fairness model and the global fairness model. We
choose all fifteen flows to be infinite sources. The results are
shown in Table 1 and Figure 15. Again, our implementations
of both proposed service models beat IEEE 802.11 DCF in
terms of both fairness and overall throughput. Global fair-
ness model implementation achieves slightly higher overall
throughput than the local fairness model implementation, at
the price of the lower fair service for each flow.

F0 F1

F2
F5 F6 F8 F9

F4
F7

F10F3

F27 F26 F21 F20 F11 F12 F13

F14F15

F16F19

F17

F18

F28F23

F22

F25

F24

Figure 17: Ex 3: Flow contention graph

0 5 10 15 20 25
0

1000

2000

3000

4000

5000

6000

7000

8000

9000

10000

Flow ID

T
hr

ou
gh

pu
ts

IEEE 802.11
Local F/Model
Global F/Model

Figure 18: Ex 3: Throughput comparison

12



Simulation scenario 3. In this example, we evaluate a
large scenario with 44 nodes and 29 flows, as shown in Fig-
ures 16 and 17. Figure 18 shows the service received by each
flow (of infinite arrivals) in the IEEE 802.11 DCF, the global
fairness model implementation and the local fairness model
implementation. The total effective throughputs are 83.9%
for the local fairness model and 108.2% for the global fair-
ness model, compared with the overall throughput of IEEE
802.11 DCF (100%). In this case, we can see that the al-
gorithm using topology-independent fairness model usually
results in higher aggregate throughput, thus higher spatial
reuse, but the fairness property for the aggregate service is
less favorable than in the topology-dependent local fairness
model.

6 Discussions and Related Work

6.1 Further Issues

In previous sections, we present the basic design of the pro-
posed packet scheduling model and the packetized algorithm
as well as its implementation, we now return to discuss a few
aspects in more details.

Variable packet size In the design of our algorithm in
Sections 3 and 4, we assumed that each packet has a fixed
packet size, which is a realistic assumption in typical wire-
less scenarios. However, if packets do have variable size
in some atypical scenarios, we still have a partial solution
in the algorithm of Section 3. In essence, variable packet
size complicates concurrent packet transmissions and com-
putation of maximum independent set. When multiple pack-
ets are transmitted simultaneously through spatial reuse of
the physical channel, if the HOL packets of multiple non-
contending flows have different lengths, these packets will
take different amount of time to finish transmissions. In the
extreme case, a large-packet-size flow may capture more ca-
pacity than flows with smaller packet sizes. One solution
is to maintain a “credit/debit” (in bits) for each flow to ac-
count for the actual service (in bits) that each flow receives,
and then modify the scheduling and adaptive coloring algo-
rithms accordingly. The algorithm for a standard maximum
independent set approximation can also be adapted to han-
dle variable packet size, or be formulated as a nonlinear pro-
gramming problem. Due to lack of space, we do not discuss
the details here.

Multihop flows Packet flows in a multihop wireless net-
work may traverse multiple hops to reach their destinations.
In our proposal, we break each multihop flow into multiple
single-hop flows, and each one-hop flow is handled by its lo-
cal sending/forwarding node. This is identical to what has
been done for multihop flows in wireline packet scheduling;

anyway, packet scheduling is a per-hop behavior.

Handling mobility In a multihop wireless network, com-
municating nodes can be mobile, thus changes of the network
topology may be frequent. Note that both our proposed lo-
cal topology-dependent fairness model and global topology-
independent fairness model apply well in the mobile environ-
ment. However, frequent node mobility may change the core-
based conflict-free shared multicast tree significantly. Fortu-
nately, if the events of flow joins and leaves are not frequent,
this will not become a serious issue.

Another related issue is scalability of the proposed algorithm.
In general, we do not believe that scalability is a main con-
cern for typical wireless networking scenarios where the total
number of nodes is still relatively small, as well as the num-
ber of flows in a bandwidth-constrained wireless scenario.
However, we do intend to carefully investigate this issue in
the future. Finally, we plan to carefully study the issue of
interaction between our proposed scheduling model and the
underlying MAC layer protocol support.

6.2 Related Work

Packet scheduling has been the subject of intensive study in
the networking literature and numerous algorithms have been
proposed, among which are WFQ [11], WF2Q [17] and STQ
[18], etc.. In recent years, there are several research efforts
on adapting fair packet scheduling to wireless cellular net-
works, notably IWFQ [3], CIF-Q [19], SBFA [20] and WFS
[9]. The goal of these wireless fair scheduling algorithms
has been to hide short bursts of location-dependent chan-
nel errors from well-behaved flows by dynamically swapping
channel allocations between backlogged flows that perceive
channel errors and backlogged flows that do not, with the in-
tention of reclaiming the channel access for the former when
it perceives a clean channel. Therefore, lagging flows (that
lag behind their error-free reference service due to channel
errors) receive compensation from leading flows. The pro-
posed algorithms differ in terms of how the swapping occurs,
between which flows the swapping takes place, and how the
compensation model works.

In multihop wireless networks, providing minimum through-
put bounds and bounded delay access has been studied at the
MAC layer [10, 2, 4]. A popular approach has been to estab-
lish transmission schedules and allocate stations to different
time slots of a TDMA cycle in a way that no collisions oc-
cur. The design goal is to design conflict-free link schedul-
ing schemes that seek to maximize the spatial reuse of the
bandwidth and remain immune to topological changes in a
mobile ad hoc networking environment. Another study [7]
also investigates the fair link activation problem in such a
network. However, all these previous studies seek to provide
throughput bounds or weighted fairness for wirelesslinks,
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not for packetflows; hence, they do not address the problem
of packet scheduling of packet flows. Besides, these algo-
rithms tend to work with a fixed TDMA cycle, and do not
have the dynamic scheduling feature. Furthermore, the focus
of these MAC-layer studies has been on the mechanisms of
channel access by assuming that the packet scheduling algo-
rithm has been worked out, rather than the other way around.
Finally, these works do not consider the problem of arbitrat-
ing fairness and maximal channel utilization.

There are several recent works that also address fairness is-
sues in multihop wireless networks [21, 22, 23, 24, 25]. [21]
seeks to formulate the problem of multihop fair queueing.
The focus there has been to define an ideal centralized model.
In [22], the authors have studied the problem of distributed
fair queueing in a wireless LAN, where all nodes are within
radio range of all other nodes. The proposed mechanism can-
not scale to multihop wireless networks. In [23], the authors
seek to design novel MAC-layer supporting mechanisms for
any pre-specified fairness model, and the design focus there
is how to achieve a given fairness model through appropriate
MAC layer designs. [24, 25] approximate the ideal schedul-
ing in a multihop wireless network by exploiting the backoff
mechanisms of IEEE 802.11 Distributed Coordination Func-
tion. However, the focus of [24, 25] is to approximate fair-
ness by adapting the fair queueing algorithm to these net-
works. These works do not make explicit efforts to tradeoff
between maximal spatial reuse and fairness.

7 Conclusion
In this paper, we have proposed new packet scheduling mod-
els for an multihop wireless network, and our model ensures
fair allocation of basic channel service while seeking to max-
imize spatial reuse. Our goal is to devise effective scheduling
disciplines to provide packet-level QoS in terms of through-
put, delay and fairness. We describe a packetized algorithm
that realizes the scheduling model with analytically prov-
able performance bounds. We further design a backoff-based
distributed implementation which closely emulates the ideal
centralized algorithm. We demonstrate the effectiveness of
our proposed algorithm through both simulations and anal-
ysis. Ongoing work seeks to improve the design of the dis-
tributed implementation, to perform more extensive simula-
tions, and to refine the analytical bounds of the proposed al-
gorithm.
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